
Preface

As was stated in [3] we publish mathematical papers which are abstracts of
Mizar articles to be found in the Main Mizar Library (MML). An article includes
certain elements which are transferred to the data base, such as theorems or
definitions. This has been due to the fact that the material published there was
at first intended to help the Mizar users to handle the data base. Thus the works
published there describe the present state of MML and are, in a sense, a report
on the expansion of that library. Next to them there are also new mathematical
papers because the new method of formalization is not trivial even though it
refers to simple mathematical facts.

It must be explained at this point that both the PC-Mizar verifier and MML
are being systematically developed. In the case of PC-Mizar it is mainly the
Mizar language which is enriched, which makes it more convenient to write
articles; the same might be said of proof-checker, which enables one to write
shorter proofs and articles.

The development of MML consists in continuous revisions of articles accepted
for publication, for instance in the removal of self-evident or repeated theorems
(while the numbering of successive theorems in a given article is preserved).
We then have the information in a footnote such as ”The proposition (5) has
been removed” (see [1], page 450). Previously such a comment was, e.g., ”The
proposition (9) was either repeated or obvious” (see [2], page 14).

Please note also that in the articles we use atypical symbolism for the Carte-
sian product [: :] , and that is no paranthesis in the case of grouping to the
left. In the present issue we have changed the format of certain operation. In [4]
the functor represented in Mizar by ”∅.X” (the empty set treated as the finite
subset of X) was unfortunately TEXed as 0X . Now we corrected this and it is
TEXed as ∅X .

Our periodical appears five times a year, which is to say every two months
except for the summer holidays period. The present issue, although dated
November-December, also includes items contributed after. They have been
included because the editors received them before sending the issue 2(5) to the
press.

Roman Matuszewski
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Summary. The notions of arc and line segment are introduced in
two-dimensional topological real space E2

T. Some basic theorems for these
notions are proved. Using line segments, the notion of special polygonal
arc is defined. It has been shown that any special polygonal arc is home-
omorphic to unit interval

�
. The notion of unit square � E2

T
has been also

introduced and some facts about it have been proved.

MML Identifier: TOPREAL1.

The articles [22], [21], [13], [1], [24], [20], [6], [7], [18], [4], [8], [15], [23], [17],
[25], [11], [16], [9], [19], [2], [5], [14], [3], [10], and [12] provide the notation and
terminology for this paper. In the sequel l1 will denote a real number and i, j,
n will denote natural numbers. The scheme Fraenkel Alt concerns a non-empty
set A, and two unary predicates P and Q, and states that:
{v : P[v]∨Q[v]} = {v1 : P[v1]} ∪ {v2 : Q[v2]}, where v2 ranges over elements

of A, and v1 ranges over elements of A, and v ranges over elements of A
for all values of the parameters.

In the sequel d1, d2, d3 will be arbitrary. We now state the proposition

(2)2 〈d1, d2, d3〉 is one-to-one if and only if d1 6= d2 and d2 6= d3 and d1 6= d3.

In the sequel D denotes a non-empty set and p denotes a finite sequence
of elements of D. Let us consider D, p, n. The functor p � n yielding a finite
sequence of elements of D is defined by:

(Def.1) p � n = p � Seg n.

One can prove the following proposition

1The article was written during my work at Shinshu University, 1991.
2The proposition (1) has been removed.
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618 agata darmochwa l and yatsuka nakamura

(3) If n ≤ len p, then len(p � n) = n.

Let us consider T . A finite sequence of elements of T is a finite sequence of
elements of the carrier of T .

We adopt the following convention: p, p1, p2, q, q1, q2 will be points of E2
T

and P , Q, P1, P2 will be subsets of E2
T. Let us consider p1, p2, P . We say that

P is an arc from p1 to p2 if and only if:

(Def.2) P 6= ∅ and there exists a map f from
�

into (E 2
T) � P such that f is a

homeomorphism and f(0) = p1 and f(1) = p2.

One can prove the following two propositions:

(4) If P is an arc from p1 to p2, then p1 ∈ P and p2 ∈ P .

(5) If P is an arc from p1 to p2 and Q is an arc from p2 to q1 and P ∩Q =
{p2}, then P ∪Q is an arc from p1 to q1.

The subset � E2 of E2
T is defined by the condition (Def.3).

(Def.3) � E2 = {p : p1 = 0∧p2 ≤ 1∧p2 ≥ 0 ∨ p1 ≤ 1∧p1 ≥ 0∧p2 = 1 ∨ p1 ≤
1 ∧ p1 ≥ 0 ∧ p2 = 0 ∨ p1 = 1 ∧ p2 ≤ 1 ∧ p2 ≥ 0}.

Let us consider p1, p2. The functor L(p1, p2) yielding a non-empty subset of
E2

T is defined as follows:

(Def.4) L(p1, p2) = {p :
∨
l1 [0 ≤ l1 ∧ l1 ≤ 1 ∧ p = (1− l1) · p1 + l1 · p2]}.

Next we state a number of propositions:

(6) p1 ∈ L(p1, p2) and p2 ∈ L(p1, p2).

(7) L(p, p) = {p}.
(8) L(p1, p2) = L(p2, p1).

(9) If p11 ≤ p21 and p ∈ L(p1, p2), then p11 ≤ p1 and p1 ≤ p21.

(10) If p12 ≤ p22 and p ∈ L(p1, p2), then p12 ≤ p2 and p2 ≤ p22.

(11) If p ∈ L(p1, p2), then L(p1, p2) = L(p1, p) ∪ L(p, p2).

(12) If q1 ∈ L(p1, p2) and q2 ∈ L(p1, p2), then L(q1, q2) ⊆ L(p1, p2).

(13) If p ∈ L(p1, p2) and q ∈ L(p1, p2), then L(p1, p2) = L(p1, p) ∪ L(p, q) ∪
L(q, p2).

(14) If p ∈ L(p1, p2), then L(p1, p) ∩ L(p, p2) = {p}.
(15) If p1 6= p2, then L(p1, p2) is an arc from p1 to p2.

(16) If P is an arc from p1 to p2 and P ∩L(p2, q1) = {p2}, then P ∪L(p2, q1)
is an arc from p1 to q1.

(17) If P is an arc from p2 to p1 and L(q1, p2)∩P = {p2}, then L(q1, p2)∪P
is an arc from q1 to p1.

(18) If p1 6= p2 or p2 6= q1 but L(p1, p2) ∩ L(p2, q1) = {p2}, then L(p1, p2) ∪
L(p2, q1) is an arc from p1 to q1.

(19) (i) L([0, 0], [0, 1]) = {p1 : p11 = 0 ∧ p12 ≤ 1 ∧ p12 ≥ 0},
(ii) L([0, 1], [1, 1]) = {p2 : p21 ≤ 1 ∧ p21 ≥ 0 ∧ p22 = 1},
(iii) L([0, 0], [1, 0]) = {q1 : q11 ≤ 1 ∧ q11 ≥ 0 ∧ q12 = 0},
(iv) L([1, 0], [1, 1]) = {q2 : q21 = 1 ∧ q22 ≤ 1 ∧ q22 ≥ 0}.
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(20) � E2 = L([0, 0], [0, 1]) ∪L([0, 1], [1, 1]) ∪ (L([0, 0], [1, 0]) ∪L([1, 0], [1, 1])).

(21) L([0, 0], [0, 1]) ∩ L([0, 1], [1, 1]) = {[0, 1]}.
(22) L([0, 0], [1, 0]) ∩ L([1, 0], [1, 1]) = {[1, 0]}.
(23) L([0, 0], [0, 1]) ∩ L([0, 0], [1, 0]) = {[0, 0]}.
(24) L([0, 1], [1, 1]) ∩ L([1, 0], [1, 1]) = {[1, 1]}.
(25) L([0, 0], [1, 0]) ∩ L([0, 1], [1, 1]) = ∅.
(26) L([0, 0], [0, 1]) ∩ L([1, 0], [1, 1]) = ∅.

In the sequel f , f1, f2, h will be finite sequences of elements of E 2
T. Let

us consider f , i, j. The functor L(f, i, j) yielding a subset of E 2
T is defined as

follows:

(Def.5) (i) for all p1, p2 such that p1 = f(i) and p2 = f(j) holds L(f, i, j) =
L(p1, p2) if i ∈ Seg len f and j ∈ Seg len f ,

(ii) L(f, i, j) = ∅, otherwise.

The following proposition is true

(27) If i ∈ Seg len f and j ∈ Seg len f , then f(i) ∈ L(f, i, j) and f(j) ∈
L(f, i, j).

Let us consider f . The functor L̃(f) yields a subset of E2
T and is defined as

follows:

(Def.6) L̃(f) =
⋃{L(f, i, i+ 1) : 1 ≤ i ∧ i ≤ len f − 1}.

One can prove the following propositions:

(28) len f = 0 or len f = 1 if and only if L̃(f) = ∅.
(29) If len f ≥ 2, then L̃(f) 6= ∅.

Let us consider f . We say that f is a special sequence if and only if the
conditions (Def.7) is satisfied.

(Def.7) (i) f is one-to-one,
(ii) len f ≥ 3,

(iii) for every i such that 1 ≤ i and i ≤ len f−2 holds L(f, i, i+1)∩L(f, i+
1, i+ 2) = {f(i+ 1)},

(iv) for all i, j such that i−j > 1 or j− i > 1 holds L(f, i, i+1)∩L(f, j, j+
1) = ∅,

(v) for all i, p1, p2 such that 1 ≤ i and i ≤ len f − 1 and p1 = f(i) and
p2 = f(i+ 1) holds p11 = p21 or p12 = p22.

The following propositions are true:

(30) There exist f1, f2 such that f1 is a special sequence and f2 is a special

sequence and � E2 = L̃(f1) ∪ L̃(f2) and L̃(f1) ∩ L̃(f2) = {[0, 0], [1, 1]} and
f1(1) = [0, 0] and f1(len f1) = [1, 1] and f2(1) = [0, 0] and f2(len f2) = [1,
1].

(31) If h is a special sequence and P = L̃(h), then for all p1, p2 such that
p1 = h(1) and p2 = h(len h) holds P is an arc from p1 to p2.

Let us consider P . We say that P is a special polygonal arc if and only if:

(Def.8) there exists f such that f is a special sequence and P = L̃(f).
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The following propositions are true:

(32) If P is a special polygonal arc, then P 6= ∅.
(33) If f is a special sequence, then L̃(f) is a special polygonal arc.

(34) There exist P1, P2 such that P1 is a special polygonal arc and P2 is a
special polygonal arc and � E2 = P1 ∪ P2 and P1 ∩ P2 = {[0, 0], [1, 1]}.

(35) If P is a special polygonal arc, then there exist p1, p2 such that P is an
arc from p1 to p2.

(36) If P is a special polygonal arc, then there exists a map f from
�

into
(E2

T) � P such that f is a homeomorphism.

References

[1] Grzegorz Bancerek. The fundamental properties of natural numbers. Formalized Math-
ematics, 1(1):41–46, 1990.

[2] Grzegorz Bancerek and Krzysztof Hryniewiecki. Segments of natural numbers and finite
sequences. Formalized Mathematics, 1(1):107–114, 1990.

[3] Leszek Borys. Paracompact and metrizable spaces. Formalized Mathematics, 2(4):481–
485, 1991.
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Properties - Part I

Dariusz Surowik
Warsaw University

Bia lystok

Summary. Some properties of finite groups are proved. The no-
tion of cyclic group is defined next, some cyclic groups are given, for
example the group of integers with addition operations. Chosen proper-
ties of cyclic groups are proved next.

MML Identifier: GR CY 1.

The articles [19], [7], [12], [8], [13], [2], [3], [16], [6], [5], [18], [1], [11], [4], [15],
[28], [17], [21], [14], [23], [27], [22], [25], [26], [24], [20], [10], and [9] provide the
notation and terminology for this paper. For simplicity we adopt the following
rules: i1 denotes an element of � , j1 denotes an integer, p, s, k, n, l, m denote
natural numbers, x is arbitrary, G denotes a group, a, b denote elements of
G, and I denotes a finite sequence of elements of � . We now state several
propositions:

(1) For every n such that n > 0 holds mmod n = (n · k +m) mod n.

(2) For every n such that n > 0 holds (p+s)modn = ((pmodn)+s)modn.

(3) For every n such that n > 0 holds (p+s)modn = (p+(smodn))modn.

(4) For every k such that k < n holds k mod n = k.

(5) For every n such that n > 0 holds nmod n = 0.

(6) For every n such that n > 0 holds 0 = 0 mod n.

(7) If k + l = m, then l ≤ m.

(8) For all k, l, m such that l = m and m = k + l holds k = 0.

Let us consider n satisfying the condition: n > 0. The functor � n yields a
non-empty subset of � and is defined by:

(Def.1) � n = {p : p < n}.
We now state several propositions:
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(9) For every n such that n > 0 holds if x ∈ � n, then x is a natural number.

(10) For every n such that n > 0 holds s ∈ � n if and only if s < n.

(11) For every n such that n > 0 holds � n ⊆ � .

(12) For every n such that n > 0 holds 0 ∈ � n.
(13) � 1 = {0}.

The binary operation + � on � is defined by:

(Def.2) for all elements i1, i2 of � holds (+ � )(i1, i2) = + � (i1, i2).

The following propositions are true:

(14) For all integers i1, i2 holds (+ � )(i1, i2) = i1 + i2.

(15) For every i1 such that i1 = 0 holds i1 is a unity w.r.t. + � .

(16) 1+ � = 0.

(17) + � has a unity.

(18) + � is commutative.

(19) + � is associative.

Let F be a finite sequence of elements of � . The functor
∑
F yields an integer

and is defined by:

(Def.3)
∑
F = + �	� F .

Next we state several propositions:

(20)
∑

(I 
 〈i1〉) =
∑
I + @i1.

(21)
∑〈i1〉 = i1.

(22)
∑

(ε � ) = 0.

(23) For all non-empty sets D, D1 holds εD = εD1 .

(24) For every finite sequence I of elements of � holds
∏

((len I 7−→ a)I) =

a
∑

I .

Let G be a group, and let a be an element of G. Then {a} is a subset of G.

We now state several propositions:

(25) b ∈ gr({a}) if and only if there exists j1 such that b = aj1 .

(26) If G is finite, then a is not of order 0.

(27) If G is finite, then ord(a) = ord(gr({a})).
(28) If G is finite, then ord(a) | ord(G).

(29) If G is finite, then aord(G) = 1G.

(30) If G is finite, then (an)−1 = aord(G)−(nmod ord(G)).

(31) For every strict group G such that ord(G) > 1 there exists an element
a of G such that a 6= 1G.

(32) For every strict group G such that G is finite and ord(G) = p and p is
prime and for every strict subgroup H of G holds H = {1}G or H = G.

(33) 〈 � ,+ � 〉 is a group.

The group � + is defined as follows:

(Def.4) � + = 〈 � ,+ � 〉.
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Let D be a non-empty set, and let D1 be a non-empty subset of D, and let
D2 be a non-empty subset of D1. We see that the element of D2 is an element
of D1.

Let us consider n satisfying the condition: n > 0. The functor +n yielding a
binary operation on � n is defined by:

(Def.5) for all elements k, l of � n holds +n(k, l) = (k + l) mod n.

Next we state the proposition

(34) For every n such that n > 0 holds 〈 � n,+n〉 is a group.

Let us consider n satisfying the condition: n > 0. The functor � +
n yields a

strict group and is defined by:

(Def.6) � +
n = 〈 � n,+n〉.

Next we state two propositions:

(35) 1 � + = 0.

(36) For every n such that n > 0 holds 1 � +
n

= 0.

Let h be an element of � +. The functor @h yields an integer and is defined
as follows:

(Def.7) @h = h.

Let h be an integer. The functor @h yielding an element of � + is defined as
follows:

(Def.8) @h = h.

The following proposition is true

(37) For every element h of � + holds h−1 = −@h.

In the sequel G1 will denote a subgroup of � + and h will denote an element
of � +. Next we state two propositions:

(38) For every h such that h = 1 and for every k holds hk = k.

(39) For all h, j1 such that h = 1 holds j1 = hj1 .

A strict group is said to be a cyclic group if:

(Def.9) there exists an element a of it such that it = gr({a}).
One can prove the following propositions:

(40) {1}G is a cyclic group.

(41) For every strict group G holds G is a cyclic group if and only if there
exists an element a of G such that for every element b of G there exists
j1 such that b = aj1 .

(42) For every strict group G such that G is finite holds G is a cyclic group
if and only if there exists an element a of G such that for every element
b of G there exists n such that b = an.

(43) For every strict group G such that G is finite holds G is a cyclic group
if and only if there exists an element a of G such that ord(a) = ord(G).

(44) For every strict subgroup H of G such that G is finite and G is a cyclic
group and H is a subgroup of G holds H is a cyclic group.
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(45) For every strict group G such that G is finite and ord(G) = p and p is
prime holds G is a cyclic group.

(46) For every n such that n > 0 there exists an element g of � +
n such that

for every element b of � +
n there exists j1 such that b = gj1 .

(47) If G is a cyclic group, then G is an Abelian group.

(48) � + is a cyclic group.

(49) For every n such that n > 0 holds � +
n is a cyclic group.

(50) � + is an Abelian group.

(51) For every n such that n > 0 holds � +
n is an Abelian group.
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[13] Eugeniusz Kusak, Wojciech Leończuk, and Micha l Muzalewski. Abelian groups, fields

and vector spaces. Formalized Mathematics, 1(2):335–342, 1990.
[14] Rafa l Kwiatek and Grzegorz Zwara. The divisibility of integers and integer relative

primes. Formalized Mathematics, 1(5):829–832, 1990.
[15] Jan Popio lek. Some properties of functions modul and signum. Formalized Mathematics,

1(2):263–264, 1990.
[16] Andrzej Trybulec. Binary operations applied to functions. Formalized Mathematics,

1(2):329–334, 1990.
[17] Andrzej Trybulec. Domains and their Cartesian products. Formalized Mathematics,

1(1):115–122, 1990.
[18] Andrzej Trybulec. Semilattice operations on finite subsets. Formalized Mathematics,

1(2):369–376, 1990.
[19] Andrzej Trybulec. Tarski Grothendieck set theory. Formalized Mathematics, 1(1):9–11,

1990.
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Summary. We continue the development of the category theory
basically following [12] (compare also [11]). We define the concept of iso-
morphic categories and prove basic facts related, e.g. that the Cartesian
product of categories is associative up to the isomorphism. We introduce
the composition of a functor and a transformation, and of transforma-
tion and a functor, and afterwards we define again those concepts for
natural transformations. Let us observe, that we have to duplicate those
concepts because of the permissiveness: if a functor F is not naturally
transformable to G, then natural transformation from F to G has no fixed
meaning, hence we cannot claim that the composition of it with a func-
tor as a transformation results in a natural transformation. We define
also the so called horizontal composition of transformations ([12], p.140,
exercise 4.2,5(C)) and prove interchange law ([11], p.44). We conclude
with the definition of equivalent categories.

MML Identifier: ISOCAT 1.

The articles [16], [17], [4], [5], [3], [7], [1], [2], [10], [13], [8], [14], [6], [9], and [15]
provide the notation and terminology for this paper. We adopt the following
convention: A, B, C, D will denote categories, F , F1, F2 will denote functors
from A to B, and G will denote a functor from B to C. One can prove the
following propositions:

(1) For all functions F , G such that F is one-to-one and G is one-to-one
holds [:F, G :] is one-to-one.

(2) rng π1(A × B) = the morphisms of A and rng π2(B × A) = the mor-
phisms of A.

(3) For every morphism f of A such that f is invertible holds F (f) is
invertible.

(4) For every functor F from A to B and for every functor G from B to A
holds F · idA = F and idA ·G = G.
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(5) For all objects a, b of A such that hom(a, b) 6= ∅ and for every morphism
f from a to b and for every functor F from A to B and for every functor
G from B to C holds (G · F )(f) = G(F (f)).

(6) For all objects a, b, c of A such that hom(a, b) 6= ∅ and hom(b, c) 6= ∅
and for every morphism f from a to b and for every morphism g from b
to c and for every functor F from A to B holds F (g · f) = F (g) · F (f).

(7) For all functors F1, F2 from A to B such that F1 is transformable to F2

and for every transformation t from F1 to F2 and for every object a of A
holds t(a) ∈ hom(F1(a), F2(a)).

(8) For all functors F1, F2 from A to B and for all functors G1, G2 from B
to C such that F1 is transformable to F2 and G1 is transformable to G2

holds G1 · F1 is transformable to G2 · F2.

(9) For all functors F1, F2 from A to B such that F1 is transformable to
F2 and for every transformation t from F1 to F2 such that t is invertible
and for every object a of A holds F1(a) and F2(a) are isomorphic.

Let us consider C, D. Let us observe that the mode below can be charac-
terized by another conditions, which are equivalent to the formulas previously
defining them. In accordance the mode Let us note that one can characterize
the mode functor from C to D, by the following (equivalent) condition:

(Def.1) (i) for every object c of C there exists an object d of D such that
it(idc) = idd,

(ii) for every morphism f of C holds it(iddom f ) = iddom it(f) and it(idcod f ) =
idcod it(f),

(iii) for all morphisms f , g of C such that dom g = cod f holds it(g · f) =
it(g) · it(f).

Let us consider A. Then idA is a functor from A to A. Let us consider B,
C, and let F be a functor from A to B, and let G be a functor from B to C.
Then G · F is a functor from A to C.

In the sequel o, m are arbitrary. We now state three propositions:

(10) If F is an isomorphism, then for every morphism g of B there exists a
morphism f of A such that F (f) = g.

(11) If F is an isomorphism, then for every object b of B there exists an
object a of A such that F (a) = b.

(12) If F is one-to-one, then ObjF is one-to-one.

Let us consider A, B, F . Let us assume that F is an isomorphism. The
functor F−1 yields a functor from B to A and is defined by:

(Def.2) F−1 = F−1.

Let us consider A, B, F . Let us note that one can characterize the predicate
F is an isomorphism by the following (equivalent) condition:

(Def.3) F is one-to-one and rngF = the morphisms of B.

Next we state several propositions:

(13) If F is an isomorphism, then F−1 is an isomorphism.
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(14) If F is an isomorphism, then (ObjF )−1 = Obj(F−1).

(15) If F is an isomorphism, then (F−1)−1 = F .

(16) If F is an isomorphism, then F · F−1 = idB and F−1 · F = idA.

(17) If F is an isomorphism and G is an isomorphism, then G · F is an
isomorphism.

In the sequel t1 denotes a natural transformation from F1 to F2 and t2 denotes
a natural transformation from F to F2. We now define two new predicates. Let
us consider A, B. We say that A and B are isomorphic if and only if:

(Def.4) there exists a functor F from A to B such that F is an isomorphism.

We write A ∼= B if A and B are isomorphic.

The following propositions are true:

(18) A ∼= A.

(19) If A ∼= B, then B ∼= A.

(20) If A ∼= B and B ∼= C, then A ∼= C.

(21) [: ˙� (o,m), A :] ∼= A.

(22) [:A, B :] ∼= [:B, A :].

(23) [: [:A, B :], C :] ∼= [:A, [:B, C :] :].

(24) If A ∼= B and C ∼= D, then [:A, C :] ∼= [:B, D :].

Let us consider A, B, C, and let F1, F2 be functors from A to B satisfying
the condition: F1 is transformable to F2. Let t be a transformation from F1 to
F2, and let G be a functor from B to C. The functor G·t yields a transformation
from G · F1 to G · F2 and is defined as follows:

(Def.5) G · t = G · t.
Let us consider A, B, C, and let G1, G2 be functors from B to C satisfying

the condition: G1 is transformable to G2. Let F be a functor from A to B,
and let t be a transformation from G1 to G2. The functor t · F yielding a
transformation from G1 · F to G2 · F is defined by:

(Def.6) t · F = t ·ObjF .

We now state three propositions:

(25) For all functors G1, G2 from B to C such that G1 is transformable to
G2 and for every functor F from A to B and for every transformation t
from G1 to G2 and for every object a of A holds (t · F )(a) = t(F (a)).

(26) For all functors F1, F2 from A to B such that F1 is transformable to
F2 and for every transformation t from F1 to F2 and for every functor G
from B to C and for every object a of A holds (G · t)(a) = G(t(a)).

(27) For all functors F1, F2 from A to B and for all functors G1, G2 from
B to C such that F1 is naturally transformable to F2 and G1 is naturally
transformable to G2 holds G1 · F1 is naturally transformable to G2 · F2.

Let us consider A, B, C, and let F1, F2 be functors from A to B satisfying the
condition: F1 is naturally transformable to F2. Let t be a natural transformation
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from F1 to F2, and let G be a functor from B to C. The functor G · t yielding
a natural transformation from G · F1 to G · F2 is defined by:

(Def.7) G · t = G · t.
Next we state the proposition

(28) For all functors F1, F2 from A to B such that F1 is naturally trans-
formable to F2 and for every natural transformation t from F1 to F2

and for every functor G from B to C and for every object a of A holds
(G · t)(a) = G(t(a)).

Let us consider A, B, C, and let G1, G2 be functors from B to C satisfying
the condition: G1 is naturally transformable to G2. Let F be a functor from A
to B, and let t be a natural transformation from G1 to G2. The functor t · F
yields a natural transformation from G1 · F to G2 · F and is defined as follows:

(Def.8) t · F = t · F .

The following proposition is true

(29) For all functors G1, G2 from B to C such that G1 is naturally trans-
formable to G2 and for every functor F from A to B and for every nat-
ural transformation t from G1 to G2 and for every object a of A holds
(t · F )(a) = t(F (a)).

For simplicity we follow the rules: F , F1, F2, F3 are functors from A to B,
G, G1, G2, G3 are functors from B to C, H, H1, H2 are functors from C to
D, s is a natural transformation from F1 to F2, s′ is a natural transformation
from F2 to F3, t is a natural transformation from G1 to G2, t′ is a natural
transformation from G2 to G3, and u is a natural transformation from H1 to
H2. We now state a number of propositions:

(30) If F1 is naturally transformable to F2, then for every object a of A holds
hom(F1(a), F2(a)) 6= ∅.

(31) If F1 is naturally transformable to F2, then for all natural transfor-
mations t1, t2 from F1 to F2 such that for every object a of A holds
t1(a) = t2(a) holds t1 = t2.

(32) If F1 is naturally transformable to F2 and F2 is naturally transformable
to F3, then G · (s′ ◦ s) = G · s′ ◦ G · s.

(33) If G1 is naturally transformable to G2 and G2 is naturally transformable
to G3, then (t′ ◦ t) · F = t′ · F ◦ t · F .

(34) If H1 is naturally transformable to H2, then (u ·G) · F = u · (G · F ).

(35) If G1 is naturally transformable to G2, then (H · t) · F = H · (t · F ).

(36) If F1 is naturally transformable to F2, then (H ·G) · s = H · (G · s).
(37) idG · F = id(G·F ).

(38) G · idF = id(G·F ).

(39) If G1 is naturally transformable to G2, then t · idB = t.

(40) If F1 is naturally transformable to F2, then idB · s = s.
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Let us consider A, B, C, F1, F2, G1, G2, s, t. The functor t s yields a natural
transformation from G1 · F1 to G2 · F2 and is defined as follows:

(Def.9) t s = t · F2
◦ G1 · s.

We now state several propositions:

(41) If F1 is naturally transformable to F2 and G1 is naturally transformable
to G2, then t s = G2 · s ◦ t · F1.

(42) If F1 is naturally transformable to F2, then id(idB) s = s.

(43) If G1 is naturally transformable to G2, then t id(idB) = t.

(44) If F1 is naturally transformable to F2 and G1 is naturally transformable
to G2 and H1 is naturally transformable to H2, then u (t s) = (u t) s.

(45) If G1 is naturally transformable to G2, then t · F = t idF .

(46) If F1 is naturally transformable to F2, then G · s = idG s.

(47) If F1 is naturally transformable to F2 and F2 is naturally transformable
to F3 and G1 is naturally transformable to G2 and G2 is naturally trans-
formable to G3, then (t′ ◦ t) (s′ ◦ s) = t′ s′ ◦ t s.

(48) For every functor F from A to B and for every functor G from C to D
and for all functors I, J from B to C such that I ∼= J holds G · I ∼= G · J
and I · F ∼= J · F .

(49) For every functor F from A to B and for every functor G from B to A
and for every functor I from A to A such that I ∼= idA holds F · I ∼= F
and I ·G ∼= G.

We now define two new predicates. Let A, B be categories. We say that A
is equivalent with B if and only if:

(Def.10) there exists a functor F from A to B and there exists a functor G from
B to A such that G · F ∼= idA and F ·G ∼= idB.

A and B are equivalent stands for A is equivalent with B.

We now state four propositions:

(50) If A ∼= B, then A is equivalent with B.

(51) A is equivalent with A.

(52) If A and B are equivalent, then B and A are equivalent.

(53) If A and B are equivalent and B and C are equivalent, then A and C
are equivalent.

Let us consider A, B. Let us assume that A and B are equivalent. A functor
from A to B is called an equivalence of A and B if:

(Def.11) there exists a functor G from B to A such that G · it ∼= idA and it ·G ∼=
idB.

Next we state several propositions:

(54) idA is an equivalence of A and A.

(55) If A and B are equivalent and B and C are equivalent, then for every
equivalence F of A and B and for every equivalence G of B and C holds
G · F is an equivalence of A and C.
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(56) If A and B are equivalent, then for every equivalence F of A and B
there exists an equivalence G of B and A such that G · F ∼= idA and
F ·G ∼= idB.

(57) For every functor F from A to B and for every functor G from B to A
such that G · F ∼= idA holds F is faithful.

(58) If A and B are equivalent, then for every equivalence F of A and B
holds F is full and F is faithful and for every object b of B there exists
an object a of A such that b and F (a) are isomorphic.
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Summary. The main objective of the paper is to define the con-
cept of the similarity of formulas. We mean by similar formulas the two
formulas that differs only in the names of bound variables. Some authors
(compare [16]) call such formulas congruent. We use the word similar
following [14,12,15]. The concept is unjustfully neglected in many logi-
cal handbooks. It is intuitively quite clear, however the exact definition
is not simple. As far as we know, only W.A.Pogorzelski and T.Prucnal
[15] define it in the precise way. We follow basically the Pogorzelski’s
definition (compare [14]). We define renumaration of bound variables
and we say that two formulas are similar if after renumaration are equal.
Therefore we need a rule of chosing bound variables independent of the
original choice. Quite obvious solution is to use consecutively variables
xk+1, xk+2, . . ., where k is the maximal index of free variable occurring in
the formula. Therefore after the renumaration we get the new formula in
which different quantifiers bind different variables. It is the reason that
the result of renumaration applied to a formula ϕ we call ϕ with variables
separated.

MML Identifier: CQC SIM1.

The notation and terminology used in this paper are introduced in the following
articles: [23], [27], [20], [24], [19], [13], [5], [6], [18], [3], [10], [26], [21], [11],
[2], [25], [22], [8], [17], [1], [9], [4], and [7]. One can prove the following four
propositions:

(1) For arbitrary x, y and for every function f holds (f +· ({x} 7−→ y)) ◦

{x} = {y}.
(2) For all sets K, L and for arbitrary x, y and for every function f holds

(f +· (L 7−→ y)) ◦ K ⊆ f ◦ K ∪ {y}.
(3) For arbitrary x, y and for every function g and for every set A holds

(g +· ({x} 7−→ y)) ◦ (A \ {x}) = g ◦ (A \ {x}).
(4) For arbitrary x, y and for every function g and for every set A such

that y /∈ g ◦ (A \ {x}) holds (g+· ({x} 7−→ y)) ◦ (A \ {x}) = (g+· ({x} 7−→
y)) ◦ A \ {y}.
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For simplicity we follow the rules: p, q, r, s denote elements of CQC-WFF , x
denotes an element of BoundVar , i, k, l, m, n denote elements of � , l1 denotes
a variables list of k, and P denotes a k-ary predicate symbol. The following
propositions are true:

(5) If p is atomic, then there exist k, P , l1 such that p = P [l1].

(6) If p is negative, then there exists q such that p = ¬q.
(7) If p is conjunctive, then there exist q, r such that p = q ∧ r.
(8) If p is universal, then there exist x, q such that p = ∀xq.
(9) For every non-empty set D and for every finite sequence l of elements

of D holds rng l = {l(i) : 1 ≤ i ∧ i ≤ len l}.
In this article we present several logical schemes. The scheme NUBFuncExD

deals with a non-empty set A, a non-empty set B, and a binary predicate P,
and states that:

there exists a function f from A into B such that for every element e of A
holds P[e, f(e)]

provided the parameters satisfy the following condition:

• for every element e of A there exists an element u of B such that
P[e, u].

The scheme NUBFuncEx2D deals with a non-empty set A, a non-empty set
B, a non-empty set C, and a ternary predicate P, and states that:

there exists a function f from [:A, B :] into C such that for every element x
of A and for every element y of B holds P[x, y, f(〈〈x, y〉〉)]
provided the parameters meet the following condition:

• for every element x of A and for every element y of B there exists
an element u of C such that P[x, y, u].

The scheme QC Func ExN deals with a non-empty set A, an element B of
A, a unary functor F yielding an element of A, a binary functor G yielding
an element of A, a ternary functor H yielding an element of A, and a binary
functor I yielding an element of A and states that:

there exists a function F from WFF into A such that for every element p of
WFF and for all elements d1, d2 of A holds if p = VERUM, then F (p) = B but
if p is atomic, then F (p) = F(p) but if p is negative and d1 = F (Arg(p)),
then F (p) = G(d1, p) but if p is conjunctive and d1 = F (LeftArg(p)) and
d2 = F (RightArg(p)), then F (p) = H(d1, d2, p) but if p is universal and d1 =
F (Scope(p)), then F (p) = I(d1, p)

for all values of the parameters.

The scheme CQCF2 Func Ex deals with a non-empty set A, a non-empty set
B, an element C of BA, a ternary functor F yielding an element of BA, a binary
functor G yielding an element of BA, a 4-ary functor H yielding an element of
BA, and a ternary functor I yielding an element of BA and states that:

there exists a function F from CQC-WFF into BA such that F (VERUM) =
C and for every k and for every variables list l of k and for every k-ary predicate
symbol P holds F (P [l]) = F(k, P, l) and for all r, s, x and for all functions f ,
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g from A into B such that f = F (r) and g = F (s) holds F (¬r) = G(f, r) and
F (r ∧ s) = H(f, g, r, s) and F (∀xr) = I(x, f, r)
for all values of the parameters.

The scheme CQCF2 FUniq concerns a non-empty set A, a non-empty set B,
a function C from CQC-WFF into BA, a function D from CQC-WFF into BA,
a function E from A into B, a ternary functor F yielding a function from A
into B, a binary functor G yielding a function from A into B, a 4-ary functor H
yielding a function from A into B, and a ternary functor I yielding a function
from A into B and states that:
C = D

provided the parameters meet the following requirements:
• C(VERUM) = E ,
• for all k, l1, P holds C(P [l1]) = F(k, P, l1),
• Given r, s, x. Then for all functions f , g from A into B such that
f = C(r) and g = C(s) holds C(¬r) = G(f, r) and C(r ∧ s) = H(f,
g, r, s) and C(∀xr) = I(x, f, r),

• D(VERUM) = E ,
• for all k, l1, P holds D(P [l1]) = F(k, P, l1),
• Given r, s, x. Then for all functions f , g from A into B such that
f = D(r) and g = D(s) holds D(¬r) = G(f, r) and D(r∧ s) = H(f,
g, r, s) and D(∀xr) = I(x, f, r).

We now state four propositions:

(10) p is a subformula of ¬p.
(11) p is a subformula of p ∧ q and q is a subformula of p ∧ q.
(12) p is a subformula of ∀xp.
(13) For every variables list l of k and for every i such that 1 ≤ i and i ≤ len l

holds l(i) ∈ BoundVar.

Let D be a non-empty set, and let f be a function from D into CQC-WFF .
The functor NEG(f) yielding an element of CQC-WFFD is defined as follows:

(Def.1) for every element a of D and for every element p of CQC-WFF such
that p = f(a) holds (NEG(f))(a) = ¬p.

In the sequel f , h will denote elements of BoundVarBoundVar and K will
denote a finite subset of BoundVar . Let f , g be functions from

[: � , BoundVarBoundVar :] into CQC-WFF , and let n be a natural number.

The functor CON(f, g, n) yields an element of CQC-WFF[: � ,BoundVarBoundVar :]

and is defined by:

(Def.2) for all k, h, p, q such that p = f(〈〈k, h〉〉) and q = g(〈〈k + n, h〉〉) holds
(CON(f, g, n))(〈〈k, h〉〉) = p ∧ q.

Let f be a function from [: � , BoundVarBoundVar :] into CQC-WFF , and
let x be a bound variable. The functor UNIV(x, f) yielding an element of

CQC-WFF[: � ,BoundVarBoundVar :] is defined by:

(Def.3) for all k, h, p such that p = f(〈〈k + 1, h +· ({x} 7−→ xk)〉〉) holds
(UNIV(x, f))(〈〈k, h〉〉) = ∀xkp.
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Let us consider k, and let l be a variables list of k, and let f be an element
of BoundVarBoundVar . Then f · l is a variables list of k.

Let us consider k, and let P be a k-ary predicate symbol, and let l be a
variables list of k. The functor ATOM(P, l) yields an element of

CQC-WFF[: � ,BoundVarBoundVar :]

and is defined as follows:

(Def.4) for all n, h holds (ATOM(P, l))(〈〈n, h〉〉) = P [h · l].
Let us consider p. The number of quantifiers in p yields an element of � and

is defined by the condition (Def.5).

(Def.5) There exists a function F from CQC-WFF into � such that the number
of quantifiers in p = F (p) and for all r, s, x, k and for every variables
list l of k and for every k-ary predicate symbol P and for all elements r ′,
s′ of � such that r′ = F (r) and s′ = F (s) holds F (VERUM) = 0 and
F (P [l]) = 0 and F (¬r) = r′ and F (r ∧ s) = r′ + s′ and F (∀xr) = r′ + 1.

Let f be a function from CQC-WFF into

CQC-WFF[: � ,BoundVarBoundVar :] ,

and let x be an element of CQC-WFF . Then f(x) is an element of CQC-WFF [: � ,BoundVarBoundVar :] .

The function Renum from CQC-WFF into CQC-WFF[: � ,BoundVarBoundVar :] is
defined by the conditions (Def.6).

(Def.6) (i) Renum(VERUM) = [: � , BoundVarBoundVar :] 7−→ VERUM,
(ii) for every k and for every variables list l of k and for every k-ary

predicate symbol P holds Renum(P [l]) = ATOM(P, l),
(iii) for all r, s, x and for all functions f , g from [: � , BoundVarBoundVar :]

into CQC-WFF such that f = Renum(r) and g = Renum(s) holds
Renum(¬r) = NEG(f) and Renum(r ∧ s) = CON(f, g, the number of
quantifiers in r) and Renum(∀xr) = UNIV(x, f).

Let us consider p, k, f . The functor Renumk,f (p) yields an element of
CQC-WFF and is defined by:

(Def.7) Renumk,f (p) = Renum(p)(〈〈k, f〉〉).
Next we state several propositions:

(14) The number of quantifiers in VERUM = 0.

(15) The number of quantifiers in P [l1] = 0.

(16) The number of quantifiers in ¬p = the number of quantifiers in p.

(17) The number of quantifiers in p ∧ q = (the number of quantifiers in
p) + (the number of quantifiers in q).

(18) The number of quantifiers in ∀xp = (the number of quantifiers in p)+1.

Let A be a non-empty subset of � . The functor minA yields a natural
number and is defined by:

(Def.8) minA ∈ A and for every k such that k ∈ A holds minA ≤ k.

We now state two propositions:
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(19) For all non-empty subsets A, B of � such that A ⊆ B holds minB ≤
minA.

(20) For every element p of WFF holds snb(p) is finite.

The scheme MaxFinDomElem concerns a non-empty set A, a set B, and a
binary predicate P, and states that:

there exists an element x of A such that x ∈ B and for every element y of A
such that y ∈ B holds P[x, y]
provided the parameters meet the following requirements:
• B is finite and B 6= ∅ and B ⊆ A,
• for all elements x, y of A holds P[x, y] or P[y, x],
• for all elements x, y, z of A such that P[x, y] and P[y, z] holds P[x,
z].

Let us consider p. The functor NBI(p) yielding a non-empty subset of � is
defined as follows:

(Def.9) NBI(p) = {k :
∧
i[k ≤ i⇒ xi /∈ snb(p)]}.

Let us consider p. The functor |• : p| � yielding a natural number is defined
as follows:

(Def.10) |• : p| � = min NBI(p).

Next we state several propositions:

(21) |• : p| � = 0 if and only if p is closed.

(22) If xi ∈ snb(p), then i < |• : p| � .

(23) |• : VERUM | � = 0.

(24) |• : ¬p| � = |• : p| � .

(25) |• : p| � ≤ |• : p ∧ q| � and |• : q| � ≤ |• : p ∧ q| � .

Let C be a non-empty set, and let D be a non-empty subset of C. Then idD
is an element of DD.

Let us consider p. The functor pwith variables separated yielding an element
of CQC-WFF is defined as follows:

(Def.11) pwith variables separated = Renum|•:p| 
 ,idBoundVar
(p).

The following proposition is true

(26) VERUM with variables separated = VERUM.

The scheme CQCInd deals with a unary predicate P, and states that:
for every r holds P[r]

provided the following requirements are met:
• P[VERUM],
• for every k and for every variables list l of k and for every k-ary

predicate symbol P holds P[P [l]],
• for every r such that P[r] holds P[¬r],
• for all r, s such that P[r] and P[s] holds P[r ∧ s],
• for all r, x such that P[r] holds P[∀xr].
We now state four propositions:
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(27) P [l1] with variables separated = P [l1].

(28) If p is atomic, then pwith variables separated = p.

(29) ¬pwith variables separated = ¬(pwith variables separated).

(30) If p is negative and q = Arg(p), then pwith variables separated =
¬(qwith variables separated).

Let us consider p, and let X be a subset of [: CQC-WFF, � , Fin BoundVar,
BoundVarBoundVar :]. We say that X is closed w.r.t. p if and only if the conditions
(Def.12) is satisfied.

(Def.12) (i) 〈〈p, |• : p| � , ∅BoundVar, idBoundVar〉〉 ∈ X,
(ii) for all q, k, K, f such that 〈〈¬q, k,K, f〉〉 ∈ X holds 〈〈q, k,K, f〉〉 ∈ X,
(iii) for all q, r, k, K, f such that 〈〈q∧r, k,K, f〉〉 ∈ X holds 〈〈q, k,K, f〉〉 ∈ X

and 〈〈r, k + the number of quantifiers in q,K, f〉〉 ∈ X,
(iv) for all q, x, k, K, f such that 〈〈∀xq, k,K, f〉〉 ∈ X holds 〈〈q, k + 1,K ∪
{x}, f +· ({x} 7−→ xk)〉〉 ∈ X.

Let D be a non-empty set, and let x be an element of D. Then {x} is an
element of FinD.

Let us consider p. The functor Quadruplesp yields a subset of [: CQC-WFF,

� , Fin BoundVar, BoundVarBoundVar :] and is defined by:

(Def.13) Quadruplesp is closed w.r.t. p and for every subset D of [: CQC-WFF,

� , Fin BoundVar, BoundVarBoundVar :] such that D is closed w.r.t. p holds
Quadruplesp ⊆ D.

One can prove the following propositions:

(31) 〈〈p, |• : p| � , ∅BoundVar, idBoundVar〉〉 ∈ Quadruplesp.

(32) For all q, k, K, f such that 〈〈¬q, k,K, f〉〉 ∈ Quadruplesp holds
〈〈q, k,K, f〉〉 ∈ Quadruplesp.

(33) For all q, r, k, K, f such that 〈〈q ∧ r, k,K, f〉〉 ∈ Quadruplesp holds
〈〈q, k,K, f〉〉 ∈ Quadruplesp and 〈〈r, k + the number of quantifiers in
q,K, f〉〉 ∈ Quadruplesp.

(34) For all q, x, k, K, f such that 〈〈∀xq, k,K, f〉〉 ∈ Quadruplesp holds
〈〈q, k + 1,K ∪ {x}, f +· ({x} 7−→ xk)〉〉 ∈ Quadruplesp.

(35) Suppose 〈〈q, k,K, f〉〉 ∈ Quadruplesp. Then
(i) 〈〈q, k,K, f〉〉 = 〈〈p, |• : p| � , ∅BoundVar, idBoundVar〉〉, or

(ii) 〈〈¬q, k,K, f〉〉 ∈ Quadruplesp, or
(iii) there exists r such that 〈〈q ∧ r, k,K, f〉〉 ∈ Quadruplesp, or
(iv) there exist r, l such that k = l + the number of quantifiers in r and
〈〈r ∧ q, l,K, f〉〉 ∈ Quadruplesp, or

(v) there exist x, l, h such that l + 1 = k and h +· ({x} 7−→ xl) = f but
〈〈∀xq, l,K, h〉〉 ∈ Quadruplesp or 〈〈∀xq, l,K \ {x}, h〉〉 ∈ Quadruplesp.

The scheme Sep regression deals with an element A of CQC-WFF, and a
4-ary predicate P, and states that:

for all q, k, K, f such that 〈〈q, k,K, f〉〉 ∈ QuadruplesA holds P[q, k,K, f ]
provided the following conditions are met:
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• P[A, |• : A| � , ∅BoundVar, idBoundVar],
• for all q, k, K, f such that 〈〈¬q, k,K, f〉〉 ∈ QuadruplesA and P[¬q,
k,K, f ] holds P[q, k,K, f ],

• for all q, r, k, K, f such that 〈〈q ∧ r, k,K, f〉〉 ∈ QuadruplesA
and P[q ∧ r, k,K, f ] holds P[q, k,K, f ] and P[r, k + the number of
quantifiers in q,K, f ],

• for all q, x, k, K, f such that 〈〈∀xq, k,K, f〉〉 ∈ QuadruplesA and
P[∀xq, k,K, f ] holds P[q, k + 1,K ∪ {x}, f +· ({x} 7−→ xk)].

We now state a number of propositions:

(36) For all q, k, K, f such that 〈〈q, k,K, f〉〉 ∈ Quadruplesp holds q is a
subformula of p.

(37) QuadruplesVERUM = {〈〈VERUM, 0, ∅BoundVar, idBoundVar〉〉}.
(38) For every k and for every variables list l of k and for every k-ary pred-

icate symbol P holds
QuadruplesP [l] = {〈〈P [l], |• : P [l]| � , ∅BoundVar, idBoundVar〉〉}.

(39) For all q, k, K, f such that 〈〈q, k,K, f〉〉 ∈ Quadruplesp holds snb(q) ⊆
snb(p) ∪K.

(40) If 〈〈q,m,K, f〉〉 ∈ Quadruplesp and xi ∈ f ◦ K, then i < m.

(41) If 〈〈q,m,K, f〉〉 ∈ Quadruplesp, then xm /∈ f ◦ K.

(42) If 〈〈q,m,K, f〉〉 ∈ Quadruplesp and xi ∈ f ◦ snb(p), then i < m.

(43) If 〈〈q,m,K, f〉〉 ∈ Quadruplesp and xi ∈ f ◦ snb(q), then i < m.

(44) If 〈〈q,m,K, f〉〉 ∈ Quadruplesp, then xm /∈ f ◦ snb(q).

(45) snb(p) = snb(pwith variables separated).

(46) |• : p| � = |• : pwith variables separated | � .

Let us consider p, q. We say that p and q are similar if and only if:

(Def.14) pwith variables separated = qwith variables separated.

One can prove the following propositions:

(47) p and p are similar.

(48) If p and q are similar, then q and p are similar.

(49) If p and q are similar and q and r are similar, then p and r are similar.
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Summary. We define the category of non-associative rings. The
carriers of the rings are included in a universum. The universum is a
parameter of the category.

MML Identifier: RINGCAT1.

The papers [14], [2], [15], [3], [1], [12], [7], [8], [5], [4], [13], [11], [6], [10], and [9]
provide the terminology and notation for this paper. For simplicity we follow
a convention: x, y will be arbitrary, D will be a non-empty set, U1 will be a
universal class, and G, H will be field structures. Let us consider G, H. A map
from G into H is a function from the carrier of G into the carrier of H.

Let G1, G2, G3 be field structures, and let f be a map from G1 into G2, and
let g be a map from G2 into G3. Then g · f is a map from G1 into G3.

Let us consider G. The functor idG yields a map from G into G and is defined
by:

(Def.1) idG = id(the carrier of G).

The following propositions are true:

(1) For every scalar x of G holds idG(x) = x.

(2) For every map f from G into H holds f · idG = f and idH · f = f .

Let us consider G, H. A map from G into H is linear if:

(Def.2) for all scalars x, y of G holds it(x+ y) = it(x) + it(y) and for all scalars
x, y of G holds it(x · y) = it(x) · it(y) and it(1G) = 1H .

We now state the proposition

(3) For all G1, G2, G3 being field structures and for every map f from G1

into G2 and for every map g from G2 into G3 such that f is linear and g
is linear holds g · f is linear.
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We consider ring morphisms structures which are systems
〈a dom-map, a cod-map, a Fun〉,

where the dom-map, the cod-map are a ring and the Fun is a map from the
dom-map into the cod-map.

We now define three new functors. Let us consider f . The functor dom f
yields a ring and is defined by:

(Def.3) dom f = the dom-map of f .

The functor cod f yields a ring and is defined by:

(Def.4) cod f = the cod-map of f .

The functor fun f yields a map from the dom-map of f into the cod-map of f
and is defined by:

(Def.5) fun f = the Fun of f .

In the sequel G, H, G1, G2, G3, G4 will denote rings. A ring morphisms
structure is called a morphism of rings if:

(Def.6) fun it is linear.

Let us consider G. The functor IG yields a strict morphism of rings and is
defined as follows:

(Def.7) IG = 〈G,G, idG〉.
Let us consider G, H. The predicate G ≤ H is defined as follows:

(Def.8) there exists a morphism F of rings such that domF = G and codF =
H.

We now state the proposition

(4) G ≤ G.

Let us consider G, H. Let us assume that G ≤ H. A strict morphism of
rings is said to be a morphism from G to H if:

(Def.9) dom it = G and cod it = H.

Let us consider G. Then IG is a strict morphism from G to G.

We now state three propositions:

(5) For all morphisms g, f of rings such that dom g = cod f there exist G1,
G2, G3 such that G1 ≤ G2 and G2 ≤ G3 and the ring morphisms structure
of g is a morphism from G2 to G3 and the ring morphisms structure of f
is a morphism from G1 to G2.

(6) For every strict morphism F of rings holds F is a morphism from domF
to codF and domF ≤ codF .

(7) For every strict morphism F of rings there exist G, H and there exists
a map f from G into H such that F is a morphism from G to H and
F = 〈G,H, f〉 and f is linear.

Let G, F be morphisms of rings. Let us assume that domG = codF . The
functor G · F yields a strict morphism of rings and is defined by:



category of rings 645

(Def.10) for all G1, G2, G3 and for every map g from G2 into G3 and for every
map f from G1 into G2 such that the ring morphisms structure of G =
〈G2, G3, g〉 and the ring morphisms structure of F = 〈G1, G2, f〉 holds
G · F = 〈G1, G3, g · f〉.

We now state two propositions:

(8) If G1 ≤ G2 and G2 ≤ G3, then G1 ≤ G3.

(9) For every morphism G from G2 to G3 and for every morphism F from
G1 to G2 such that G1 ≤ G2 and G2 ≤ G3 holds G · F is a morphism
from G1 to G3.

Let us consider G1, G2, G3, and let G be a morphism from G2 to G3, and let
F be a morphism from G1 to G2. Let us assume that G1 ≤ G2 and G2 ≤ G3.
The functor F [G] yields a strict morphism from G1 to G3 and is defined as
follows:

(Def.11) F [G] = G · F .

The following propositions are true:

(10) For all strict morphisms f , g of rings such that dom g = cod f there
exist G1, G2, G3 and there exists a map f0 from G1 into G2 and there
exists a map g0 from G2 into G3 such that f = 〈G1, G2, f0〉 and g = 〈G2,
G3, g0〉 and g · f = 〈G1, G3, g0 · f0〉.

(11) For all strict morphisms f , g of rings such that dom g = cod f holds
dom(g · f) = dom f and cod(g · f) = cod g.

(12) For every morphism f from G1 to G2 and for every morphism g from
G2 to G3 and for every morphism h from G3 to G4 such that G1 ≤ G2

and G2 ≤ G3 and G3 ≤ G4 holds h · (g · f) = (h · g) · f .

(13) For all strict morphisms f , g, h of rings such that domh = cod g and
dom g = cod f holds h · (g · f) = (h · g) · f .

(14) dom(IG) = G and cod(IG) = G and for every strict morphism f of rings
such that cod f = G holds IG · f = f and for every strict morphism g of
rings such that dom g = G holds g · IG = g.

A non-empty set is said to be a non-empty set of rings if:

(Def.12) for every element x of it holds x is a strict ring.

In the sequel V denotes a non-empty set of rings. Let us consider V . We see
that the element of V is a ring.

One can prove the following two propositions:

(15) For every strict morphism f of rings and for every element x of {f}
holds x is a strict morphism of rings.

(16) For every morphism f from G to H and for every element x of {f}
holds x is a morphism from G to H.

A non-empty set is said to be a non-empty set of morphisms of rings if:

(Def.13) for every element x of it holds x is a strict morphism of rings.
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Let M be a non-empty set of morphisms of rings. We see that the element
of M is a morphism of rings.

Next we state the proposition

(17) For every strict morphism f of rings holds {f} is a non-empty set of
morphisms of rings.

Let us consider G, H. A non-empty set of morphisms of rings is called a
non-empty set of morphisms from G into H if:

(Def.14) for every element x of it holds x is a morphism from G to H.

The following two propositions are true:

(18) D is a non-empty set of morphisms from G into H if and only if for
every element x of D holds x is a morphism from G to H.

(19) For every morphism f from G to H holds {f} is a non-empty set of
morphisms from G into H.

Let us considerG, H. Let us assume that G ≤ H. The functor Morphs(G,H)
yielding a non-empty set of morphisms from G into H is defined by:

(Def.15) x ∈ Morphs(G,H) if and only if x is a morphism from G to H.

Let us consider G, H, and let M be a non-empty set of morphisms from G
into H. We see that the element of M is a morphism from G to H.

Let us consider x, y. The predicate Pob x, y is defined by the condition
(Def.16).

(Def.16) There exist arbitrary x1, x2, x3, x4, x5, x6 such that x = 〈〈〈〈x1, x2, x3, x4〉〉,
x5, x6〉〉 and there exists a strict ring G such that y = G and x1 = the
carrier of G and x2 = the addition of G and x3 = the reverse-map of G
and x4 = the zero of G and x5 = the multiplication of G and x6 = the
unity of G.

We now state two propositions:

(20) For arbitrary x, y1, y2 such that Pob x, y1 and Pob x, y2 holds y1 = y2.

(21) There exists x such that x ∈ U1 and Pob x,Z3.

Let us consider U1. The functor RingObj(U1) yielding a non-empty set is
defined as follows:

(Def.17) for every y holds y ∈ RingObj(U1) if and only if there exists x such that
x ∈ U1 and Pob x, y.

We now state two propositions:

(22) Z3 ∈ RingObj(U1).

(23) For every element x of RingObj(U1) holds x is a strict ring.

Let us consider U1. Then RingObj(U1) is a non-empty set of rings.

Let us consider V . The functor MorphsV yielding a non-empty set of mor-
phisms of rings is defined as follows:

(Def.18) x ∈ MorphsV if and only if there exist elements G, H of V such that
G ≤ H and x is a morphism from G to H.
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Let us consider V , and let F be an element of MorphsV . Then domF is an
element of V . Then codF is an element of V .

Let us consider V , and let G be an element of V . The functor IG yields a
strict element of MorphsV and is defined by:

(Def.19) IG = IG.

We now define three new functors. Let us consider V . The functor domV
yields a function from MorphsV into V and is defined as follows:

(Def.20) for every element f of MorphsV holds (domV )(f) = dom f .

The functor codV yielding a function from MorphsV into V is defined as fol-
lows:

(Def.21) for every element f of MorphsV holds (cod V )(f) = cod f .

The functor IV yields a function from V into MorphsV and is defined by:

(Def.22) for every element G of V holds IV (G) = IG.

We now state two propositions:

(24) For all elements g, f of MorphsV such that dom g = cod f there exist
elements G1, G2, G3 of V such that G1 ≤ G2 and G2 ≤ G3 and g is a
morphism from G2 to G3 and f is a morphism from G1 to G2.

(25) For all elements g, f of MorphsV such that dom g = cod f holds g ·f ∈
MorphsV .

Let us consider V . The functor comp V yielding a partial function from
[: MorphsV, MorphsV :] to MorphsV is defined as follows:

(Def.23) for all elements g, f of MorphsV holds 〈〈g, f〉〉 ∈ dom compV if and
only if dom g = cod f and for all elements g, f of MorphsV such that 〈〈g,
f〉〉 ∈ dom compV holds (comp V )(〈〈g, f〉〉) = g · f .

Let us consider U1. The functor RingCat(U1) yielding a strict category struc-
ture is defined by:

(Def.24) RingCat(U1) = 〈RingObj(U1),Morphs RingObj(U1),dom RingObj(U1),
cod RingObj(U1), comp RingObj(U1), IRingObj(U1)〉.

The following propositions are true:

(26) For all morphisms f , g of RingCat(U1) holds 〈〈g, f〉〉 ∈ dom (the com-
position of RingCat(U1)) if and only if dom g = cod f .

(27) For every morphism f of RingCat(U1) and for every element f ′ of
Morphs RingObj(U1)
and for every object b of RingCat(U1) and for every element b′ of RingObj(U1)
holds f is a strict element of Morphs RingObj(U1) and f ′ is a morphism
of RingCat(U1) and b is a strict element of RingObj(U1) and b′ is an
object of RingCat(U1).

(28) For every object b of RingCat(U1) and for every element b′ of RingObj(U1)
such that b = b′ holds
idb = Ib′ .
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(29) For every morphism f of RingCat(U1) and for every element f ′ of
Morphs RingObj(U1) such that f = f ′ holds dom f = dom f ′ and cod f =
cod f ′.

(30) Let f , g be morphisms of RingCat(U1). Let f ′, g′ be elements of
Morphs RingObj(U1). Suppose f = f ′ and g = g′. Then

(i) dom g = cod f if and only if dom g′ = cod f ′,
(ii) dom g = cod f if and only if 〈〈g′, f ′〉〉 ∈ dom comp RingObj(U1),
(iii) if dom g = cod f , then g · f = g′ · f ′,
(iv) dom f = dom g if and only if dom f ′ = dom g′,
(v) cod f = cod g if and only if cod f ′ = cod g′.
Let us consider U1. Then RingCat(U1) is a strict category.
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[5] Czes law Byliński. Partial functions. Formalized Mathematics, 1(2):357–367, 1990.
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Summary. We define the category of left modules over an asso-
ciative ring. The carriers of the modules are included in a universum.
The universum is a parameter of the category.

MML Identifier: MODCAT 1.

The papers [12], [1], [2], [4], [5], [7], [3], [11], [10], [9], [6], and [8] provide the
terminology and notation for this paper. For simplicity we adopt the following
convention: x, y are arbitrary, D is a non-empty set, U1 is a universal class, R
is an associative ring, and G, H are left modules over R. Let us consider R. A
non-empty set is said to be a non-empty set of left-modules of R if:

(Def.1) for every element x of it holds x is a strict left module over R.

In the sequel V is a non-empty set of left-modules of R. Let us consider R,
V . We see that the element of V is a left module over R.

We now state two propositions:

(1) For every left module morphism f of R and for every element x of {f}
holds x is a left module morphism of R.

(2) For every strict morphism f from G to H and for every element x of
{f} holds x is a strict morphism from G to H.

Let us consider R. A non-empty set is said to be a non-empty set of mor-
phisms of left-modules of R if:

(Def.2) for every element x of it holds x is a strict left module morphism of R.

Let us consider R, and let M be a non-empty set of morphisms of left-modules
of R. We see that the element of M is a left module morphism of R.

Next we state the proposition

(3) For every strict left module morphism f of R holds {f} is a non-empty
set of morphisms of left-modules of R.
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Let us consider R, G, H. A non-empty set of morphisms of left-modules of
R is called a non-empty set of morphisms of left-modules from G into H if:

(Def.3) for every element x of it holds x is a strict morphism from G to H.

The following two propositions are true:

(4) D is a non-empty set of morphisms of left-modules from G into H if
and only if for every element x of D holds x is a strict morphism from G
to H.

(5) For every strict morphism f from G to H holds {f} is a non-empty set
of morphisms of left-modules from G into H.

Let us consider R, G, H. The functor Morphs(G,H) yields a non-empty set
of morphisms of left-modules from G into H and is defined as follows:

(Def.4) x ∈ Morphs(G,H) if and only if x is a strict morphism from G to H.

Let us consider R, G, H, and let M be a non-empty set of morphisms of
left-modules from G into H. We see that the element of M is a morphism from
G to H.

Let us consider x, y, R. The predicate Pob x, y,R is defined by:

(Def.5) there exist arbitrary x1, x2 such that x = 〈〈x1, x2〉〉 and there exists a
strict left module G over R such that y = G and x1 = the carrier of G
and x2 = the left multiplication of G.

One can prove the following propositions:

(6) For arbitrary x, y1, y2 such that Pob x, y1, R and Pob x, y2, R holds y1 =
y2.

(7) For every U1 there exists x such that x ∈ {〈〈G, f〉〉}, where G ranges
over elements of GroupObj(U1), and f ranges over elements of
{∅}[: the carrier of R, {∅} :]

and Pob x,RΘ, R.

Let us consider U1, R. The functor LModObj(U1, R) yielding a non-empty
set is defined as follows:

(Def.6) for every y holds y ∈ LModObj(U1, R) if and only if there exists x such
that x ∈ {〈〈G, f〉〉}, where G ranges over elements of GroupObj(U1), and
f ranges over elements of {∅}[: the carrier of R, {∅} :] and Pob x, y,R.

One can prove the following two propositions:

(8) RΘ ∈ LModObj(U1, R).

(9) For every element x of LModObj(U1, R) holds x is a strict left module
over R.

Let us consider U1, R. Then LModObj(U1, R) is a non-empty set of left-
modules of R.

Let us consider R, V . The functor MorphsV yields a non-empty set of
morphisms of left-modules of R and is defined as follows:

(Def.7) for every x holds x ∈ MorphsV if and only if there exist strict elements
G, H of V such that x is a strict morphism from G to H.
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We now define two new functors. Let us consider R, V , and let F be an
element of MorphsV . The functor dom′ F yields an element of V and is defined
as follows:

(Def.8) dom′ F = domF .

The functor cod′ F yields an element of V and is defined by:

(Def.9) cod′ F = codF .

Let us consider R, V , and let G be an element of V . The functor IG yielding
a strict element of MorphsV is defined as follows:

(Def.10) IG = IG.

We now define three new functors. Let us consider R, V . The functor domV
yields a function from MorphsV into V and is defined by:

(Def.11) for every element f of MorphsV holds (domV )(f) = dom′ f .

The functor codV yields a function from MorphsV into V and is defined as
follows:

(Def.12) for every element f of MorphsV holds (cod V )(f) = cod′ f .

The functor IV yields a function from V into MorphsV and is defined by:

(Def.13) for every element G of V holds IV (G) = IG.

One can prove the following three propositions:

(10) For all elements g, f of MorphsV such that dom′ g = cod′ f there exist
strict elements G1, G2, G3 of V such that g is a morphism from G2 to G3

and f is a morphism from G1 to G2.

(11) For all elements g, f of MorphsV such that dom′ g = cod′ f holds
g · f ∈ MorphsV .

(12) For all elements g, f of MorphsV such that dom g = cod f holds g ·f ∈
MorphsV .

Let us consider R, V . The functor comp V yields a partial function from
[: MorphsV, MorphsV :] to MorphsV and is defined by:

(Def.14) for all elements g, f of MorphsV holds 〈〈g, f〉〉 ∈ dom compV if and
only if dom′ g = cod′ f and for all elements g, f of MorphsV such that
〈〈g, f〉〉 ∈ dom comp V holds (comp V )(〈〈g, f〉〉) = g · f .

The following proposition is true

(13) For all elements g, f of MorphsV holds 〈〈g, f〉〉 ∈ dom comp V if and
only if dom g = cod f .

Let us consider U1, R. The functor LModCat(U1, R) yields a strict category
structure and is defined by:

(Def.15) LModCat(U1, R) = 〈LModObj(U1, R),Morphs LModObj(U1, R),dom LModObj(U1, R),
cod LModObj(U1, R), comp LModObj(U1, R), ILModObj(U1,R)〉.

One can prove the following propositions:

(14) For all morphisms f , g of LModCat(U1, R) holds 〈〈g, f〉〉 ∈ dom (the
composition of LModCat(U1, R)) if and only if dom g = cod f .
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(15) Let f be a morphism of LModCat(U1, R). Then for every element f ′

of Morphs LModObj(U1, R) and for every object b of LModCat(U1, R)
and for every element b′ of LModObj(U1, R) holds f is a strict element
of Morphs LModObj(U1, R) and f ′ is a morphism of LModCat(U1, R)
and b is a strict element of LModObj(U1, R) and b′ is an object of
LModCat(U1, R).

(16) For every object b of LModCat(U1, R) and for every element b′ of
LModObj(U1, R) such that b = b′ holds idb = Ib′ .

(17) For every morphism f of LModCat(U1, R) and for every element f ′ of
Morphs LModObj(U1, R) such that f = f ′ holds dom f = dom f ′ and
cod f = cod f ′.

(18) Let f , g be morphisms of LModCat(U1, R). Let f ′, g′ be elements of
Morphs LModObj(U1, R). Suppose f = f ′ and g = g′. Then

(i) dom g = cod f if and only if dom g′ = cod f ′,
(ii) dom g = cod f if and only if 〈〈g′, f ′〉〉 ∈ dom comp LModObj(U1, R),
(iii) if dom g = cod f , then g · f = g′ · f ′,
(iv) dom f = dom g if and only if dom f ′ = dom g′,
(v) cod f = cod g if and only if cod f ′ = cod g′.
Let us consider U1, R. Then LModCat(U1, R) is a strict category.
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one-side continuity. Main properties of one-side differentiability function
are proved. Connections between one-side differential and differential real
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The terminology and notation used in this paper have been introduced in the
following papers: [17], [2], [4], [1], [11], [5], [7], [14], [18], [3], [8], [9], [10], [16],
[15], [12], [13], and [6]. For simplicity we follow the rules: h, h1, h2 are real
sequences convergent to 0, c is a constant real sequence, f , f1, f2 are partial
functions from � to � , x0, r, r1, g, g1, g2 are real numbers, n is a natural
number, and a is a sequence of real numbers. The following propositions are
true:

(1) If there exists r such that r > 0 and [x0 − r, x0] ⊆ dom f , then there
exist h, c such that rng c = {x0} and rng(h+ c) ⊆ dom f and for every n
holds h(n) < 0.

(2) If there exists r such that r > 0 and [x0, x0 + r] ⊆ dom f , then there
exist h, c such that rng c = {x0} and rng(h+ c) ⊆ dom f and for every n
holds h(n) > 0.

(3) Suppose For all h, c such that rng c = {x0} and rng(h+ c) ⊆ dom f and
for every n holds h(n) < 0 holds h−1 (f · (h+ c)− f · c) is convergent and
{x0} ⊆ dom f . Given h1, h2, c. Suppose rng c = {x0} and rng(h1 + c) ⊆
dom f and for every n holds h1(n) < 0 and rng(h2 + c) ⊆ dom f and
for every n holds h2(n) < 0. Then lim(h1

−1 (f · (h1 + c) − f · c)) =
lim(h2

−1 (f · (h2 + c)− f · c)).
(4) Suppose For all h, c such that rng c = {x0} and rng(h+ c) ⊆ dom f and

for every n holds h(n) > 0 holds h−1 (f · (h+ c)− f · c) is convergent and
{x0} ⊆ dom f . Given h1, h2, c. Suppose rng c = {x0} and rng(h1 + c) ⊆
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dom f and rng(h2 + c) ⊆ dom f and for every n holds h1(n) > 0 and
for every n holds h2(n) > 0. Then lim(h1

−1 (f · (h1 + c) − f · c)) =
lim(h2

−1 (f · (h2 + c)− f · c)).
We now define four new predicates. Let us consider f , x0. We say that f is

left continous in x0 if and only if:

(Def.1) x0 ∈ dom f and for every a such that rng a ⊆ ]−∞, x0[∩dom f and a is
convergent and lim a = x0 holds f ·a is convergent and f(x0) = lim(f ·a).

We say that f is right continous in x0 if and only if:

(Def.2) x0 ∈ dom f and for every a such that rng a ⊆ ]x0,+∞[∩dom f and a is
convergent and lim a = x0 holds f ·a is convergent and f(x0) = lim(f ·a).

We say that f is right differentiable in x0 if and only if the conditions (Def.3)
is satisfied.

(Def.3) (i) There exists r such that r > 0 and [x0, x0 + r] ⊆ dom f ,
(ii) for all h, c such that rng c = {x0} and rng(h + c) ⊆ dom f and for

every n holds h(n) > 0 holds h−1 (f · (h+ c)− f · c) is convergent.

We say that f is left differentiable in x0 if and only if the conditions (Def.4) is
satisfied.

(Def.4) (i) There exists r such that r > 0 and [x0 − r, x0] ⊆ dom f ,
(ii) for all h, c such that rng c = {x0} and rng(h + c) ⊆ dom f and for

every n holds h(n) < 0 holds h−1 (f · (h+ c)− f · c) is convergent.

One can prove the following propositions:

(5) If f is left differentiable in x0, then f is left continous in x0.

(6) Suppose f is left continous in x0 and f(x0) 6= g2 and there exists r such
that r > 0 and [x0−r, x0] ⊆ dom f . Then there exists r1 such that r1 > 0
and [x0− r1, x0] ⊆ dom f and for every g such that g ∈ [x0− r1, x0] holds
f(g) 6= g2.

(7) If f is right differentiable in x0, then f is right continous in x0.

(8) Suppose f is right continous in x0 and f(x0) 6= g2 and there exists r
such that r > 0 and [x0, x0 + r] ⊆ dom f . Then there exists r1 such that
r1 > 0 and [x0, x0 +r1] ⊆ dom f and for every g such that g ∈ [x0, x0 +r1]
holds f(g) 6= g2.

Let us consider x0, f . Let us assume that f is left differentiable in x0. The
functor f ′−(x0) yielding a real number is defined by:

(Def.5) for all h, c such that rng c = {x0} and rng(h+ c) ⊆ dom f and for every
n holds h(n) < 0 holds f ′−(x0) = lim(h−1 (f · (h+ c)− f · c)).

Let us consider x0, f . Let us assume that f is right differentiable in x0. The
functor f ′+(x0) yields a real number and is defined by:

(Def.6) for all h, c such that rng c = {x0} and rng(h+ c) ⊆ dom f and for every
n holds h(n) > 0 holds f ′+(x0) = lim(h−1 (f · (h+ c)− f · c)).

The following propositions are true:
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(9) f is left differentiable in x0 and f ′−(x0) = g if and only if the following
conditions are satisfied:

(i) there exists r such that 0 < r and [x0 − r, x0] ⊆ dom f ,
(ii) for all h, c such that rng c = {x0} and rng(h + c) ⊆ dom f and for

every n holds h(n) < 0 holds h−1 (f · (h + c) − f · c) is convergent and
lim(h−1 (f · (h+ c)− f · c)) = g.

(10) If f1 is left differentiable in x0 and f2 is left differentiable in x0, then
f1 + f2 is left differentiable in x0 and (f1 + f2)′−(x0) = f1

′
−(x0) + f2

′
−(x0).

(11) If f1 is left differentiable in x0 and f2 is left differentiable in x0, then
f1− f2 is left differentiable in x0 and (f1− f2)′−(x0) = f1

′
−(x0)− f2

′
−(x0).

(12) If f1 is left differentiable in x0 and f2 is left differentiable in x0, then
f1 f2 is left differentiable in x0 and (f1 f2)′−(x0) = f1

′
−(x0) · f2(x0) +

f2
′
−(x0) · f1(x0).

(13) If f1 is left differentiable in x0 and f2 is left differentiable in x0 and

f2(x0) 6= 0, then f1

f2
is left differentiable in x0 and

(f1

f2
)′−(x0) =

f1
′
−(x0)·f2(x0)−f2

′
−(x0)·f1(x0)

f2(x0)2
.

(14) If f is left differentiable in x0 and f(x0) 6= 0, then 1
f is left differentiable

in x0 and ( 1
f )′−(x0) = − f ′−(x0)

f(x0)2
.

(15) f is right differentiable in x0 and f ′+(x0) = g1 if and only if the following
conditions are satisfied:

(i) there exists r such that r > 0 and [x0, x0 + r] ⊆ dom f ,
(ii) for all h, c such that rng c = {x0} and rng(h + c) ⊆ dom f and for

every n holds h(n) > 0 holds h−1 (f · (h + c) − f · c) is convergent and
lim(h−1 (f · (h+ c)− f · c)) = g1.

(16) If f1 is right differentiable in x0 and f2 is right differentiable in x0, then
f1 +f2 is right differentiable in x0 and (f1 +f2)′+(x0) = f1

′
+(x0)+f2

′
+(x0).

(17) If f1 is right differentiable in x0 and f2 is right differentiable in x0, then
f1−f2 is right differentiable in x0 and (f1−f2)′+(x0) = f1

′
+(x0)−f2

′
+(x0).

(18) If f1 is right differentiable in x0 and f2 is right differentiable in x0, then
f1 f2 is right differentiable in x0 and (f1 f2)′+(x0) = f1

′
+(x0) · f2(x0) +

f2
′
+(x0) · f1(x0).

(19) If f1 is right differentiable in x0 and f2 is right differentiable in x0

and f2(x0) 6= 0, then f1

f2
is right differentiable in x0 and ( f1

f2
)′+(x0) =

f1
′
+(x0)·f2(x0)−f2

′
+(x0)·f1(x0)

f2(x0)2
.

(20) If f is right differentiable in x0 and f(x0) 6= 0, then 1
f is right differen-

tiable in x0 and ( 1
f )′+(x0) = − f ′+(x0)

f(x0)2
.

(21) If f is right differentiable in x0 and f is left differentiable in x0 and
f ′+(x0) = f ′−(x0), then f is differentiable in x0 and f ′(x0) = f ′+(x0) and
f ′(x0) = f ′−(x0).
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(22) If f is differentiable in x0, then f is right differentiable in x0 and f is
left differentiable in x0 and f ′(x0) = f ′+(x0) and f ′(x0) = f ′−(x0).
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Summary. Sequences in metric spaces are defined. The article
contains definitions of bounded, convergent, Cauchy sequences. The sub-
sequences are introduced too. Some theorems concerning sequences are
proved.

MML Identifier: METRIC 6.

The terminology and notation used in this paper have been introduced in the
following articles: [11], [14], [4], [5], [3], [6], [13], [12], [7], [10], [8], [9], [1], and
[2]. For simplicity we follow a convention: X will be a metric space, x, y, z will
be elements of the carrier of X, V will be a subset of the carrier of X, A will
be a non-empty set, a will be an element of A, G will be a function from [:A,
A :] into � , k, n, m will be natural numbers, and r will be a real number. The
following propositions are true:

(1) |ρ(x, z) − ρ(y, z)| ≤ ρ(x, y).

(2) If G is a metric of A, then for all elements a, b of A holds 0 ≤ G(a, b).

Let us consider A, G. We say that G is not a pseudo metric if and only if:

(Def.1) for all elements a, b of A holds G(a, b) = 0 if and only if a = b.

Let us consider A, G. We say that G is symmetric if and only if:

(Def.2) for all elements a, b of A holds G(a, b) = G(b, a).

Let us consider A, G. We say that G satisfies triangle inequality if and only
if:

(Def.3) for all elements a, b, c of A holds G(a, c) ≤ G(a, b) +G(b, c).

Next we state three propositions:

(3) G is a metric of A if and only if G is not a pseudo metric and G is
symmetric and G satisfies triangle inequality.

(4) For every strict metric space X holds the distance of X is not a pseudo
metric and the distance of X is symmetric and the distance of X satisfies
triangle inequality.
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(5) G is a metric of A if and only if G is not a pseudo metric and for all
elements a, b, c of A holds G(b, c) ≤ G(a, b) +G(a, c).

Let us consider A, G. Let us assume that G is a metric of A. The functor
G̃A yielding a function from [:A, A :] into � is defined as follows:

(Def.4) for all elements a, b of A holds G̃A(a, b) = G(a, b)
1+G(a, b) .

The following proposition is true

(6) If G is a metric of A, then G̃A is a metric of A.

Let X be a metric space. A sequence of elements of X is defined by:

(Def.5) it is a function from � into the carrier of X.

Let X be a metric space. We see that the sequence of elements of X is a
function from � into the carrier of X.

Next we state the proposition

(7) For every function F from � into the carrier of X holds F is a sequence
of elements of X.

We follow the rules: S, S1, T denote sequences of elements of X, N1 denotes
an increasing sequence of naturals, and F denotes a function from � into the
carrier of X. The following propositions are true:

(8) F is a sequence of elements of X if and only if for every a such that
a ∈ � holds F (a) is an element of the carrier of X.

(9) For all S, T such that for every n holds S(n) = T (n) holds S = T .

(10) For every x there exists S such that rngS = {x}.
(11) If there exists x such that for every n holds S(n) = x, then there exists

x such that rngS = {x}.
Let us consider X, S. We say that S is constant if and only if:

(Def.6) there exists x such that for every n holds S(n) = x.

The following proposition is true

(13)1 S is constant if and only if there exists x such that rngS = {x}.
Let us consider X, S. We say that S is convergent if and only if:

(Def.7) there exists x such that for every r such that 0 < r there exists m such
that for every n such that m ≤ n holds ρ(S(n), x) < r.

Let us consider X, S, x. We say that S is convergent to x if and only if:

(Def.8) for every r such that 0 < r there exists m such that for every n such
that m ≤ n holds ρ(S(n), x) < r.

Let us consider X, S. We say that S satisfies the Cauchy condition if and
only if:

(Def.9) for every r such that 0 < r there exists m such that for all n, k such
that m ≤ n and m ≤ k holds ρ(S(n), S(k)) < r.

Let us consider X, V . We say that V is bounded if and only if:

1The proposition (12) has been removed.
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(Def.10) there exist r, x such that 0 < r and V ⊆ Ball(x, r).

Let us consider X, S. We say that S is bounded if and only if:

(Def.11) there exist r, x such that 0 < r and rngS ⊆ Ball(x, r).

Let us consider X, V , S. We say that V contains almost all sequence S if
and only if:

(Def.12) there exists m such that for every n such that m ≤ n holds S(n) ∈ V .

Let us consider X, s1, s2. We say that s1 is a subsequence of s2 if and only
if:

(Def.13) there exists N1 such that s1 = s2 ·N1.

Next we state the proposition

(16)2 S is convergent to x if and only if for every r such that 0 < r there
exists m such that for every n such that m ≤ n holds ρ(S(n), x) < r.

We now state three propositions:

(20)3 S is bounded if and only if there exist r, x such that 0 < r and for every
n holds S(n) ∈ Ball(x, r).

(21) If S is convergent to x, then S is convergent.

(22) If S is convergent, then there exists x such that S is convergent to x.

Let us consider X, S, x. The functor ρ(S, x) yields a sequence of real numbers
and is defined as follows:

(Def.14) for every n holds (ρ(S, x))(n) = ρ(S(n), x).

Next we state the proposition

(23) ρ(S, x) is a sequence of real numbers if and only if for every n holds
(ρ(S, x))(n) = ρ(S(n), x).

Let us consider X, S, T . The functor ρ(S, T ) yields a sequence of real
numbers and is defined by:

(Def.15) for every n holds (ρ(S, T ))(n) = ρ(S(n), T (n)).

Next we state the proposition

(24) ρ(S, T ) is a sequence of real numbers if and only if for every n holds
(ρ(S, T ))(n) = ρ(S(n), T (n)).

Let us consider X, S. Let us assume that S is convergent. The functor limS
yields an element of the carrier of X and is defined as follows:

(Def.16) for every r such that 0 < r there exists m such that for every n such
that m ≤ n holds ρ(S(n), limS) < r.

One can prove the following propositions:

(25) If S is convergent, then limS = x if and only if for every r such that 0 <
r there exists m such that for every n such that m ≤ n holds ρ(S(n), x) <
r.

2The propositions (14) and (15) have been removed.
3The propositions (17)–(19) have been removed.
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(26) If S is convergent to x, then limS = x.

(27) S is convergent to x if and only if S is convergent and limS = x.

(28) If S is convergent, then there exists x such that S is convergent to x
and limS = x.

(29) S is convergent to x if and only if ρ(S, x) is convergent and lim ρ(S, x) =
0.

(30) If S is convergent to x, then for every r such that 0 < r holds Ball(x, r)
contains almost all sequence S.

(31) If for every r such that 0 < r holds Ball(x, r) contains almost all se-
quence S, then for every V such that x ∈ V and V ∈ the open set family
of X holds V contains almost all sequence S.

(32) If for every V such that x ∈ V and V ∈ the open set family of X holds
V contains almost all sequence S, then S is convergent to x.

(33) S is convergent to x if and only if for every r such that 0 < r holds
Ball(x, r) contains almost all sequence S.

(34) S is convergent to x if and only if for every V such that x ∈ V and
V ∈ the open set family of X holds V contains almost all sequence S.

(35) For every r such that 0 < r holds Ball(x, r) contains almost all sequence
S if and only if for every V such that x ∈ V and V ∈ the open set family
of X holds V contains almost all sequence S.

(36) If S is convergent and T is convergent, then ρ(limS, lim T ) = lim ρ(S, T ).

(37) If S is convergent to x and S is convergent to y, then x = y.

(38) If S is constant, then S is convergent.

(39) If S is convergent to x and S1 is a subsequence of S, then S1 is conver-
gent to x.

(40) If S satisfies the Cauchy condition and S1 is a subsequence of S, then
S1 satisfies the Cauchy condition.

(41) If S is convergent, then S satisfies the Cauchy condition.

(42) If S is constant, then S satisfies the Cauchy condition.

(43) If S is convergent, then S is bounded.

(44) If S satisfies the Cauchy condition, then S is bounded.
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Summary. Continuation of [13]. The fact that the unit square
is compact is shown in the beginning of the article. Next the notion
of simple closed curve is introduced. It is proved that any simple closed
curve can be divided into two independent parts which are homeomorphic
to unit interval

�
.

MML Identifier: TOPREAL2.

The notation and terminology used here have been introduced in the following
articles: [22], [21], [14], [1], [24], [20], [6], [7], [18], [4], [8], [23], [17], [25], [11],
[16], [9], [19], [2], [5], [15], [3], [10], [12], and [13]. We follow the rules: p1, p2,
q1, q2 will denote points of E2

T and P , Q, P1, P2 will denote subsets of E2
T. The

following propositions are true:

(1) If p1 6= p2 and p1 ∈ � E2 and p2 ∈ � E2 , then there exist P1, P2 such that
P1 is an arc from p1 to p2 and P2 is an arc from p1 to p2 and � E2 = P1∪P2

and P1 ∩ P2 = {p1, p2}.
(2) � E2 is compact.

(3) For every map f from (E2
T) � Q into (E2

T) � P such that f is a homeo-
morphism and Q is an arc from q1 to q2 and P 6= ∅ and for all p1, p2 such
that p1 = f(q1) and p2 = f(q2) holds P is an arc from p1 to p2.

Let us consider P . We say that P is a simple closed curve if and only if:

(Def.1) P 6= ∅ and there exists a map f from (E 2
T) ��� E2 into (E2

T) � P such that
f is a homeomorphism.

Next we state two propositions:

(4) If P is a simple closed curve, then there exist p1, p2 such that p1 6= p2

and p1 ∈ P and p2 ∈ P .

(5) P is a simple closed curve if and only if the following conditions are
satisfied:
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(i) there exist p1, p2 such that p1 6= p2 and p1 ∈ P and p2 ∈ P ,
(ii) for all p1, p2 such that p1 6= p2 and p1 ∈ P and p2 ∈ P there exist P1,

P2 such that P1 is an arc from p1 to p2 and P2 is an arc from p1 to p2 and
P = P1 ∪ P2 and P1 ∩ P2 = {p1, p2}.
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Summary. A new concept of weakly separated subsets and sub-
spaces of topological spaces is described in Mizar formalizm. Based on
[1], in comparison with the notion of separated subsets (subspaces), some
properties of such subsets (subspaces) are discussed. Some necessary facts
concerning closed subspaces, open subspaces and the union and the meet
of two subspaces are also introduced. To present the main theorems we
first formulate basic definitions. Let X be a topological space. Two sub-
sets A1 and A2 of X are called weakly separated if A1 \A2 and A2 \A1 are
separated. Two subspaces X1 and X2 of X are called weakly separated
if their carriers are weakly separated. The following theorem contains
a useful characterization of weakly separated subsets in the special case
when A1 ∪ A2 is equal to the carrier of X. A1 and A2 are weakly sepa-
rated iff there are such subsets of X, C1 and C2 closed (open) and C open
(closed, respectively), that A1 ∪ A2 = C1 ∪ C2 ∪ C, C1 ⊂ A1, C2 ⊂ A2

and C ⊂ A1 ∩ A2. Next theorem divided into two parts contains similar
characterization of weakly separated subspaces in the special case when
the union of X1 and X2 is equal to X. If X1 meets X2, then X1 and X2

are weakly separated iff either X1 is a subspace of X2 or X2 is a subspace
of X1 or there are such open (closed) subspaces Y1 and Y2 of X that Y1 is
a subspace of X1 and Y2 is a subspace of X2 and either X is equal to the
union of Y1 and Y2 or there is a(n) closed (open, respectively) subspace
Y of X being a subspace of the meet of X1 and X2 and with the property
that X is the union of all Y1, Y2 and Y . If X1 misses X2, then X1 and
X2 are weakly separated iff X1 and X2 are open (closed) subspaces of X.
Moreover, the following simple characterization of separated subspaces
by means of weakly separated ones is obtained. X1 and X2 are separated
iff there are weakly separated subspaces Y1 and Y2 of X such that X1 is
a subspace of Y1, X2 is a subspace of Y2 and either Y1 misses Y2 or the
meet of Y1 and Y2 misses the union of X1 and X2.

MML Identifier: TSEP 1.

The papers [6], [7], [4], [3], [8], [2], and [5] provide the notation and terminology
for this paper.
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1. Some properties of subspaces of topological spaces

In the sequel X is a topological space. We now state a number of propositions:

(1) For every subspace X0 of X holds the carrier of X0 is a subset of X.

(2) X is a subspace of X.

(3) For every strict topological space X holds X � ΩX = X.

(4) For all subspaces X1, X2 of X holds the carrier of X1 ⊆ the carrier of
X2 if and only if X1 is a subspace of X2.

(5) For all strict subspaces X1, X2 of X holds the carrier of X1 = the
carrier of X2 if and only if X1 = X2.

(6) For all strict subspaces X1, X2 of X holds X1 is a subspace of X2 and
X2 is a subspace of X1 if and only if X1 = X2.

(7) For every subspace X1 of X and for every subspace X2 of X1 holds X2

is a subspace of X.

(8) For every subspace X0 of X and for all subsets C, A of X and for every
subset B of X0 such that C is closed and C ⊆ the carrier of X0 and A ⊆ C
and A = B holds B is closed if and only if A is closed.

(9) For every subspace X0 of X and for all subsets C, A of X and for every
subset B of X0 such that C is open and C ⊆ the carrier of X0 and A ⊆ C
and A = B holds B is open if and only if A is open.

(10) For every non-empty subset A0 of X there exists a strict subspace X0

of X such that A0 = the carrier of X0.

(11) For every subspace X0 of X and for every subset A of X such that
A = the carrier of X0 holds X0 is a closed subspace of X if and only if A
is closed.

(12) For every closed subspace X0 of X and for every subset A of X and for
every subset B of X0 such that A = B holds B is closed if and only if A
is closed.

(13) For every closed subspace X1 of X and for every closed subspace X2 of
X1 holds X2 is a closed subspace of X.

(14) For every closed subspace X1 of X and for every subspace X2 of X such
that the carrier of X1 ⊆ the carrier of X2 holds X1 is a closed subspace
of X2.

(15) For every non-empty subset A0 of X such that A0 is closed there exists
a strict closed subspace X0 of X such that A0 = the carrier of X0.

Let X be a topological space. A subspace of X is said to be an open subspace
of X if:

(Def.1) for every subset A of X such that A = the carrier of it holds A is open.

The following propositions are true:
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(16) For every subspace X0 of X and for every subset A of X such that
A = the carrier of X0 holds X0 is an open subspace of X if and only if A
is open.

(17) For every open subspace X0 of X and for every subset A of X and for
every subset B of X0 such that A = B holds B is open if and only if A is
open.

(18) For every open subspace X1 of X and for every open subspace X2 of
X1 holds X2 is an open subspace of X.

(19) For every open subspace X1 of X and for every subspace X2 of X such
that the carrier of X1 ⊆ the carrier of X2 holds X1 is an open subspace
of X2.

(20) For every non-empty subset A0 of X such that A0 is open there exists
a strict open subspace X0 of X such that A0 = the carrier of X0.

2. Operations on subspaces of topological spaces

In the sequel X denotes a topological space. Let us consider X, and let X1,
X2 be subspaces of X. The functor X1 ∪X2 yielding a strict subspace of X is
defined by:

(Def.2) the carrier of X1 ∪X2 = (the carrier of X1) ∪ (the carrier of X2).

In the sequel X1, X2, X3 will denote subspaces of X. One can prove the
following propositions:

(21) X1 ∪X2 = X2 ∪X1 and (X1 ∪X2) ∪X3 = X1 ∪ (X2 ∪X3).

(22) X1 is a subspace of X1 ∪X2 and X2 is a subspace of X1 ∪X2.

(23) For all strict subspaces X1, X2 of X holds X1 is a subspace of X2 if
and only if X1 ∪ X2 = X2 but X2 is a subspace of X1 if and only if
X1 ∪X2 = X1.

(24) For all closed subspaces X1, X2 of X holds X1∪X2 is a closed subspace
of X.

(25) For all open subspaces X1, X2 of X holds X1 ∪X2 is an open subspace
of X.

We now define two new predicates. Let us consider X, and let X1, X2 be
subspaces of X. We say that X1 misses X2 if and only if:

(Def.3) (the carrier of X1) ∩ (the carrier of X2) = ∅.
We say that X1 meets X2 if and only if:

(Def.4) (the carrier of X1) ∩ (the carrier of X2) 6= ∅.
The following three propositions are true:

(26) X1 misses X2 if and only if X1 does not meet X2.

(27) X1 misses X2 if and only if X2 misses X1 but X1 meets X2 if and only
if X2 meets X1.
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(28) For all subsets A1, A2 of X such that A1 = the carrier of X1 and
A2 = the carrier of X2 holds X1 misses X2 if and only if A1 misses A2

but X1 meets X2 if and only if A1 meets A2.

Let us consider X, and let X1, X2 be subspaces of X. Let us assume that
X1 meets X2. The functor X1 ∩ X2 yielding a strict subspace of X is defined
by:

(Def.5) the carrier of X1 ∩X2 = (the carrier of X1) ∩ (the carrier of X2).

In the sequel X1, X2, X3 will denote subspaces of X. We now state several
propositions:

(29) If X1 meets X2 or X2 meets X1, then X1 ∩ X2 = X2 ∩ X1 but if X1

meets X2 and X1 ∩X2 meets X3 or X2 meets X3 and X1 meets X2 ∩X3,
then (X1 ∩X2) ∩X3 = X1 ∩ (X2 ∩X3).

(30) If X1 meets X2, then X1 ∩ X2 is a subspace of X1 and X1 ∩ X2 is a
subspace of X2.

(31) For all strict subspaces X1, X2 of X such that X1 meets X2 holds X1

is a subspace of X2 if and only if X1 ∩X2 = X1 but X2 is a subspace of
X1 if and only if X1 ∩X2 = X2.

(32) For all closed subspaces X1, X2 of X such that X1 meets X2 holds
X1 ∩X2 is a closed subspace of X.

(33) For all open subspacesX1, X2 ofX such that X1 meets X2 holdsX1∩X2

is an open subspace of X.

(34) If X1 meets X2, then X1 ∩X2 is a subspace of X1 ∪X2.

(35) For every subspace Y of X such that X1 meets Y or Y meets X1 but
X2 meets Y or Y meets X2 holds (X1 ∪X2) ∩ Y = X1 ∩ Y ∪X2 ∩ Y and
Y ∩ (X1 ∪X2) = Y ∩X1 ∪ Y ∩X2.

(36) For every subspace Y of X such that X1 meets X2 holds X1∩X2∪Y =
(X1 ∪ Y ) ∩ (X2 ∪ Y ) and Y ∪X1 ∩X2 = (Y ∪X1) ∩ (Y ∪X2).

3. Separated and weakly separated subsets of topological spaces

Let X be a topological space, and let A1, A2 be subsets of X. Let us note that
one can characterize the predicate A1 and A2 are separated by the following
(equivalent) condition:

(Def.6) A1 ∩A2 = ∅ and A1 ∩A2 = ∅.
In the sequel X is a topological space and A1, A2 are subsets of X. We now

state a number of propositions:

(37) If A1 and A2 are separated, then A1 misses A2.

(38) If A1 is closed and A2 is closed, then A1 misses A2 if and only if A1 and
A2 are separated.

(39) If A1 ∪A2 is closed and A1 and A2 are separated, then A1 is closed and
A2 is closed.
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(40) If A1 misses A2, then if A1 is open, then A1 misses A2 but if A2 is open,
then A1 misses A2.

(41) If A1 is open and A2 is open, then A1 misses A2 if and only if A1 and
A2 are separated.

(42) If A1 ∪ A2 is open and A1 and A2 are separated, then A1 is open and
A2 is open.

(43) For every subset C of X such that A1 and A2 are separated holds A1∩C
and A2 ∩ C are separated and C ∩A1 and C ∩A2 are separated.

(44) For every subset B of X holds if A1 and B are separated or A2 and
B are separated, then A1 ∩A2 and B are separated but if B and A1 are
separated or B and A2 are separated, then B and A1 ∩A2 are separated.

(45) For every subset B of X holds A1 and B are separated and A2 and B
are separated if and only if A1 ∪ A2 and B are separated but B and A1

are separated and B and A2 are separated if and only if B and A1 ∪ A2

are separated.

(46) A1 and A2 are separated if and only if there exist subsets C1, C2 of X
such that A1 ⊆ C1 and A2 ⊆ C2 and C1 misses A2 and C2 misses A1 and
C1 is closed and C2 is closed.

(47) A1 and A2 are separated if and only if there exist subsets C1, C2 of X
such that A1 ⊆ C1 and A2 ⊆ C2 and C1 ∩ C2 misses A1 ∪ A2 and C1 is
closed and C2 is closed.

(48) A1 and A2 are separated if and only if there exist subsets C1, C2 of X
such that A1 ⊆ C1 and A2 ⊆ C2 and C1 misses A2 and C2 misses A1 and
C1 is open and C2 is open.

(49) A1 and A2 are separated if and only if there exist subsets C1, C2 of X
such that A1 ⊆ C1 and A2 ⊆ C2 and C1 ∩ C2 misses A1 ∪ A2 and C1 is
open and C2 is open.

Let X be a topological space, and let A1, A2 be subsets of X. We say that
A1 and A2 are weakly separated if and only if:

(Def.7) A1 \A2 and A2 \A1 are separated.

In the sequel X will be a topological space and A1, A2 will be subsets of X.
We now state a number of propositions:

(50) If A1 and A2 are weakly separated, then A2 and A1 are weakly sepa-
rated.

(51) A1 misses A2 and A1 and A2 are weakly separated if and only if A1 and
A2 are separated.

(52) If A1 ⊆ A2 or A2 ⊆ A1, then A1 and A2 are weakly separated.

(53) If A1 is closed and A2 is closed, then A1 and A2 are weakly separated.

(54) If A1 is open and A2 is open, then A1 and A2 are weakly separated.

(55) For every subset C of X such that A1 and A2 are weakly separated
holds A1 ∪ C and A2 ∪ C are weakly separated and C ∪ A1 and C ∪ A2

are weakly separated.
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(56) For all subsets B1, B2 of X such that B1 ⊆ A2 and B2 ⊆ A1 holds if
A1 and A2 are weakly separated, then A1 ∪ B1 and A2 ∪ B2 are weakly
separated and B1 ∪A1 and B2 ∪A2 are weakly separated.

(57) For every subset B of X holds if A1 and B are weakly separated and
A2 and B are weakly separated, then A1∩A2 and B are weakly separated
but if B and A1 are weakly separated and B and A2 are weakly separated,
then B and A1 ∩A2 are weakly separated.

(58) For every subset B of X holds if A1 and B are weakly separated and
A2 and B are weakly separated, then A1∪A2 and B are weakly separated
but if B and A1 are weakly separated and B and A2 are weakly separated,
then B and A1 ∪A2 are weakly separated.

(59) A1 and A2 are weakly separated if and only if there exist subsets C1,
C2, C of X such that C1 ∩ (A1 ∪A2) ⊆ A1 and C2 ∩ (A1 ∪A2) ⊆ A2 and
C ∩ (A1 ∪ A2) ⊆ A1 ∩ A2 and the carrier of X = C1 ∪ C2 ∪ C and C1 is
closed and C2 is closed and C is open.

(60) Suppose A1 and A2 are weakly separated and A1 6⊆ A2 and A2 6⊆ A1.
Then there exist non-empty subsets C1, C2 of X such that C1 is closed
and C2 is closed and C1 ∩ (A1 ∪ A2) ⊆ A1 and C2 ∩ (A1 ∪ A2) ⊆ A2 but
A1∪A2 ⊆ C1∪C2 or there exists a non-empty subset C of X such that C
is open and C ∩ (A1 ∪A2) ⊆ A1 ∩A2 and the carrier of X = C1 ∪C2 ∪C.

(61) IfA1∪A2 = the carrier ofX, then A1 andA2 are weakly separated if and
only if there exist subsets C1, C2, C of X such that A1∪A2 = C1∪C2∪C
and C1 ⊆ A1 and C2 ⊆ A2 and C ⊆ A1 ∩ A2 and C1 is closed and C2 is
closed and C is open.

(62) Suppose A1∪A2 = the carrier of X and A1 and A2 are weakly separated
and A1 6⊆ A2 and A2 6⊆ A1. Then there exist non-empty subsets C1, C2

of X such that C1 is closed and C2 is closed and C1 ⊆ A1 and C2 ⊆ A2

but A1 ∪ A2 = C1 ∪ C2 or there exists a non-empty subset C of X such
that A1 ∪A2 = C1 ∪C2 ∪ C and C ⊆ A1 ∩A2 and C is open.

(63) A1 and A2 are weakly separated if and only if there exist subsets C1,
C2, C of X such that C1 ∩ (A1 ∪A2) ⊆ A1 and C2 ∩ (A1 ∪A2) ⊆ A2 and
C ∩ (A1 ∪ A2) ⊆ A1 ∩ A2 and the carrier of X = C1 ∪ C2 ∪ C and C1 is
open and C2 is open and C is closed.

(64) Suppose A1 and A2 are weakly separated and A1 6⊆ A2 and A2 6⊆ A1.
Then there exist non-empty subsets C1, C2 of X such that C1 is open
and C2 is open and C1 ∩ (A1 ∪ A2) ⊆ A1 and C2 ∩ (A1 ∪ A2) ⊆ A2 but
A1∪A2 ⊆ C1∪C2 or there exists a non-empty subset C of X such that C
is closed and C ∩ (A1∪A2) ⊆ A1∩A2 and the carrier of X = C1∪C2∪C.

(65) IfA1∪A2 = the carrier ofX, then A1 andA2 are weakly separated if and
only if there exist subsets C1, C2, C of X such that A1∪A2 = C1∪C2∪C
and C1 ⊆ A1 and C2 ⊆ A2 and C ⊆ A1 ∩ A2 and C1 is open and C2 is
open and C is closed.

(66) Suppose A1∪A2 = the carrier of X and A1 and A2 are weakly separated
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and A1 6⊆ A2 and A2 6⊆ A1. Then there exist non-empty subsets C1, C2

of X such that C1 is open and C2 is open and C1 ⊆ A1 and C2 ⊆ A2 but
A1 ∪ A2 = C1 ∪ C2 or there exists a non-empty subset C of X such that
A1 ∪A2 = C1 ∪ C2 ∪ C and C ⊆ A1 ∩A2 and C is closed.

(67) A1 and A2 are separated if and only if there exist subsets B1, B2 of X
such that B1 and B2 are weakly separated and A1 ⊆ B1 and A2 ⊆ B2

and B1 ∩B2 misses A1 ∪A2.

4. Separated and weakly separated subspaces of topological
spaces

In the sequel X is a topological space. Let us consider X, and let X1, X2 be
subspaces of X. We say that X1 and X2 are separated if and only if:

(Def.8) for all subsets A1, A2 of X such that A1 = the carrier of X1 and
A2 = the carrier of X2 holds A1 and A2 are separated.

In the sequel X1, X2 will denote subspaces of X. One can prove the following
propositions:

(68) If X1 and X2 are separated, then X1 misses X2.

(69) If X1 and X2 are separated, then X2 and X1 are separated.

(70) For all closed subspaces X1, X2 of X holds X1 misses X2 if and only if
X1 and X2 are separated.

(71) If X = X1 ∪ X2 and X1 and X2 are separated, then X1 is a closed
subspace of X and X2 is a closed subspace of X.

(72) If X1∪X2 is a closed subspace of X and X1 and X2 are separated, then
X1 is a closed subspace of X and X2 is a closed subspace of X.

(73) For all open subspaces X1, X2 of X holds X1 misses X2 if and only if
X1 and X2 are separated.

(74) If X = X1 ∪ X2 and X1 and X2 are separated, then X1 is an open
subspace of X and X2 is an open subspace of X.

(75) If X1∪X2 is an open subspace of X and X1 and X2 are separated, then
X1 is an open subspace of X and X2 is an open subspace of X.

(76) For all subspaces Y , X1, X2 of X such that X1 meets Y and X2 meets
Y holds if X1 and X2 are separated, then X1∩Y and X2∩Y are separated
and Y ∩X1 and Y ∩X2 are separated.

(77) For all subspaces Y1, Y2 of X such that Y1 is a subspace of X1 and Y2

is a subspace of X2 holds if X1 and X2 are separated, then Y1 and Y2 are
separated.

(78) For every subspace Y of X such that X1 meets X2 holds if X1 and Y are
separated or X2 and Y are separated, then X1 ∩X2 and Y are separated
but if Y and X1 are separated or Y and X2 are separated, then Y and
X1 ∩X2 are separated.
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(79) For every subspace Y of X holds X1 and Y are separated and X2 and
Y are separated if and only if X1∪X2 and Y are separated but Y and X1

are separated and Y and X2 are separated if and only if Y and X1 ∪X2

are separated.

(80) X1 and X2 are separated if and only if there exist closed subspaces Y1,
Y2 of X such that X1 is a subspace of Y1 and X2 is a subspace of Y2 and
Y1 misses X2 and Y2 misses X1.

(81) X1 and X2 are separated if and only if there exist closed subspaces Y1,
Y2 of X such that X1 is a subspace of Y1 and X2 is a subspace of Y2 but
Y1 misses Y2 or Y1 ∩ Y2 misses X1 ∪X2.

(82) X1 and X2 are separated if and only if there exist open subspaces Y1,
Y2 of X such that X1 is a subspace of Y1 and X2 is a subspace of Y2 and
Y1 misses X2 and Y2 misses X1.

(83) X1 and X2 are separated if and only if there exist open subspaces Y1,
Y2 of X such that X1 is a subspace of Y1 and X2 is a subspace of Y2 but
Y1 misses Y2 or Y1 ∩ Y2 misses X1 ∪X2.

Let X be a topological space, and let X1, X2 be subspaces of X. We say
that X1 and X2 are weakly separated if and only if:

(Def.9) for all subsets A1, A2 of X such that A1 = the carrier of X1 and
A2 = the carrier of X2 holds A1 and A2 are weakly separated.

In the sequel X1, X2 will denote subspaces of X. The following propositions
are true:

(84) If X1 and X2 are weakly separated, then X2 and X1 are weakly sepa-
rated.

(85) X1 misses X2 and X1 and X2 are weakly separated if and only if X1

and X2 are separated.

(86) If X1 is a subspace of X2 or X2 is a subspace of X1, then X1 and X2

are weakly separated.

(87) For all closed subspaces X1, X2 of X holds X1 and X2 are weakly
separated.

(88) For all open subspaces X1, X2 of X holds X1 and X2 are weakly sepa-
rated.

(89) For every subspace Y of X such that X1 and X2 are weakly separated
holds X1 ∪ Y and X2 ∪ Y are weakly separated and Y ∪X1 and Y ∪X2

are weakly separated.

(90) For all subspaces Y1, Y2 of X such that Y1 is a subspace of X2 and Y2 is
a subspace of X1 holds if X1 and X2 are weakly separated, then X1 ∪ Y1

and X2 ∪ Y2 are weakly separated and Y1 ∪ X1 and Y2 ∪ X2 are weakly
separated.

(91) For all subspaces Y , X1, X2 of X such that X1 meets X2 holds if X1 and
Y are weakly separated and X2 and Y are weakly separated, then X1∩X2
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and Y are weakly separated but if Y and X1 are weakly separated and Y
and X2 are weakly separated, then Y and X1 ∩X2 are weakly separated.

(92) For every subspace Y of X holds if X1 and Y are weakly separated and
X2 and Y are weakly separated, then X1∪X2 and Y are weakly separated
but if Y and X1 are weakly separated and Y and X2 are weakly separated,
then Y and X1 ∪X2 are weakly separated.

(93) Let X be a strict topological space. Let X1, X2 be subspaces of X.
Suppose X1 meets X2. Then X1 and X2 are weakly separated if and only
if X1 is a subspace of X2 or X2 is a subspace of X1 or there exist closed
subspaces Y1, Y2 of X such that Y1 ∩ (X1 ∪X2) is a subspace of X1 and
Y2 ∩ (X1 ∪X2) is a subspace of X2 but X1 ∪X2 is a subspace of Y1 ∪ Y2

or there exists an open subspace Y of X such that X = Y1 ∪ Y2 ∪ Y and
Y ∩ (X1 ∪X2) is a subspace of X1 ∩X2.

(94) Suppose X = X1 ∪X2 and X1 meets X2. Then X1 and X2 are weakly
separated if and only if X1 is a subspace of X2 or X2 is a subspace of
X1 or there exist closed subspaces Y1, Y2 of X such that Y1 is a subspace
of X1 and Y2 is a subspace of X2 but X = Y1 ∪ Y2 or there exists an
open subspace Y of X such that X = Y1 ∪ Y2 ∪ Y and Y is a subspace of
X1 ∩X2.

(95) If X = X1∪X2 and X1 misses X2, then X1 and X2 are weakly separated
if and only if X1 is a closed subspace of X and X2 is a closed subspace of
X.

(96) Let X be a strict topological space. Let X1, X2 be subspaces of X.
Suppose X1 meets X2. Then X1 and X2 are weakly separated if and only
if X1 is a subspace of X2 or X2 is a subspace of X1 or there exist open
subspaces Y1, Y2 of X such that Y1 ∩ (X1 ∪X2) is a subspace of X1 and
Y2 ∩ (X1 ∪X2) is a subspace of X2 but X1 ∪X2 is a subspace of Y1 ∪ Y2

or there exists a closed subspace Y of X such that X = Y1 ∪ Y2 ∪ Y and
Y ∩ (X1 ∪X2) is a subspace of X1 ∩X2.

(97) Suppose X = X1 ∪X2 and X1 meets X2. Then X1 and X2 are weakly
separated if and only if X1 is a subspace of X2 or X2 is a subspace of X1

or there exist open subspaces Y1, Y2 of X such that Y1 is a subspace of
X1 and Y2 is a subspace of X2 but X = Y1 ∪ Y2 or there exists a closed
subspace Y of X such that X = Y1 ∪ Y2 ∪ Y and Y is a subspace of
X1 ∩X2.

(98) If X = X1∪X2 and X1 misses X2, then X1 and X2 are weakly separated
if and only if X1 is an open subspace of X and X2 is an open subspace of
X.

(99) X1 and X2 are separated if and only if there exist subspaces Y1, Y2 of
X such that Y1 and Y2 are weakly separated and X1 is a subspace of Y1

and X2 is a subspace of Y2 but Y1 misses Y2 or Y1 ∩ Y2 misses X1 ∪X2.
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paper. We adopt the following rules: f , g will be partial functions from � to
� , r, r1, r2, g1, g2, x0, t will be real numbers, and a will be a sequence of real
numbers. Next we state a number of propositions:

(1) If f is continuous in x0 and for all r1, r2 such that r1 < x0 and x0 < r2

there exist g1, g2 such that r1 < g1 and g1 < x0 and g1 ∈ dom f and
g2 < r2 and x0 < g2 and g2 ∈ dom f , then f is convergent in x0.

(2) f is right convergent in x0 and limx0
+ f = t if and only if the following

conditions are satisfied:
(i) for every r such that x0 < r there exists t such that t < r and x0 < t

and t ∈ dom f ,
(ii) for every a such that a is convergent and lim a = x0 and rng a ⊆

dom f ∩ ]x0,+∞[ holds f · a is convergent and lim(f · a) = t.

(3) f is left convergent in x0 and limx0
− f = t if and only if the following

conditions are satisfied:
(i) for every r such that r < x0 there exists t such that r < t and t < x0

and t ∈ dom f ,
(ii) for every a such that a is convergent and lim a = x0 and rng a ⊆

dom f ∩ ]−∞, x0[ holds f · a is convergent and lim(f · a) = t.

(4) Suppose There exists a neighbourhood N of x0 such that N \ {x0} ⊆
dom f . Then for all r1, r2 such that r1 < x0 and x0 < r2 there exist g1,
g2 such that r1 < g1 and g1 < x0 and g1 ∈ dom f and g2 < r2 and x0 < g2

and g2 ∈ dom f .
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(5) Given a neighbourhood N of x0 such that

(i) f is differentiable on N ,
(ii) g is differentiable on N ,

(iii) N \ {x0} ⊆ dom( fg ),

(iv) N ⊆ dom(
f ′� N
g′� N ),

(v) f(x0) = 0,

(vi) g(x0) = 0,

(vii)
f ′� N
g′� N is divergent to +∞ in x0.

Then f
g is divergent to +∞ in x0.

(6) Given a neighbourhood N of x0 such that

(i) f is differentiable on N ,
(ii) g is differentiable on N ,

(iii) N \ {x0} ⊆ dom( fg ),

(iv) N ⊆ dom(
f ′� N
g′�
N

),

(v) f(x0) = 0,

(vi) g(x0) = 0,

(vii)
f ′� N
g′� N is divergent to −∞ in x0.

Then f
g is divergent to −∞ in x0.

(7) Given r such that

(i) r > 0,
(ii) f is differentiable on ]x0, x0 + r[,

(iii) g is differentiable on ]x0, x0 + r[,

(iv) ]x0, x0 + r[ ⊆ dom( fg ),

(v) [x0, x0 + r] ⊆ dom(
f ′�

]x0,x0+r[

g′�
]x0,x0+r[

),

(vi) f(x0) = 0,
(vii) g(x0) = 0,

(viii) f is continuous in x0,
(ix) g is continuous in x0,

(x)
f ′�

]x0,x0+r[

g′�
]x0,x0+r[

is right convergent in x0.

Then f
g is right convergent in x0 and there exists r such that r > 0 and

limx0
+(fg ) = limx0

+(
f ′�

]x0,x0+r[

g′�
]x0,x0+r[

).

(8) Given r such that
(i) r > 0,

(ii) f is differentiable on ]x0 − r, x0[,

(iii) g is differentiable on ]x0 − r, x0[,

(iv) ]x0 − r, x0[ ⊆ dom( fg ),
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(v) [x0 − r, x0] ⊆ dom(
f ′�

]x0−r,x0[

g′�
]x0−r,x0[

),

(vi) f(x0) = 0,
(vii) g(x0) = 0,

(viii) f is continuous in x0,
(ix) g is continuous in x0,

(x)
f ′�

]x0−r,x0[

g′�
]x0−r,x0[

is left convergent in x0.

Then f
g is left convergent in x0 and there exists r such that r > 0 and

limx0
−(fg ) = limx0

−(
f ′�

]x0−r,x0[

g′�
]x0−r,x0[

).

(9) Given a neighbourhood N of x0 such that
(i) f is differentiable on N ,
(ii) g is differentiable on N ,

(iii) N \ {x0} ⊆ dom( fg ),

(iv) N ⊆ dom(
f ′� N
g′�
N

),

(v) f(x0) = 0,
(vi) g(x0) = 0,

(vii)
f ′� N
g′� N is convergent in x0.

Then f
g is convergent in x0 and there exists a neighbourhood N of x0 such

that limx0(fg ) = limx0(
f ′� N
g′�
N

).

(10) Given a neighbourhood N of x0 such that
(i) f is differentiable on N ,
(ii) g is differentiable on N ,

(iii) N \ {x0} ⊆ dom( fg ),

(iv) N ⊆ dom(
f ′� N
g′�
N

),

(v) f(x0) = 0,
(vi) g(x0) = 0,

(vii)
f ′� N
g′� N is continuous in x0.

Then f
g is convergent in x0 and limx0(fg ) = f ′(x0)

g′(x0) .
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[2] Czes law Byliński. Functions and their basic properties. Formalized Mathematics,
1(1):55–65, 1990.
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Summary. Comma category of two functors is introduced.

MML Identifier: COMMACAT.

The terminology and notation used in this paper have been introduced in the
following articles: [9], [10], [1], [5], [2], [7], [4], [3], [6], and [8]. We now define
four new functors. Let x be arbitrary. The functor x1,1 is defined by:

(Def.1) x1,1 = (x1)1.

The functor x1,2 is defined as follows:

(Def.2) x1,2 = (x1)2.

The functor x2,1 is defined by:

(Def.3) x2,1 = (x2)1.

The functor x2,2 is defined as follows:

(Def.4) x2,2 = (x2)2.

In the sequel x, x1, x2, y, y1, y2 are arbitrary. One can prove the following
proposition

(1) 〈〈〈〈x1, x2〉〉, y〉〉1,1 = x1 and 〈〈〈〈x1, x2〉〉, y〉〉1,2 = x2 and 〈〈x, 〈〈y1, y2〉〉〉〉2,1 =

y1 and 〈〈x, 〈〈y1, y2〉〉〉〉2,2 = y2.

Let D1, D2, D3 be non-empty sets, and let x be an element of [: [:D1, D2 :],
D3 :]. Then x1,1 is an element of D1. Then x1,2 is an element of D2.

Let D1, D2, D3 be non-empty sets, and let x be an element of [:D1, [:D2,
D3 :] :]. Then x2,1 is an element of D2. Then x2,2 is an element of D3.

For simplicity we follow a convention: C, D, E are categories, c is an object
of C, d is an object of D, x is arbitrary, f is a morphism of E, g is a morphism
of C, h is a morphism of D, F is a functor from C to E, and G is a functor
from D to E. Let us consider C, D, E, and let F be a functor from C to E, and
let G be a functor from D to E. Let us assume that there exist c1, d1, f1 such
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that f1 ∈ hom(F (c1), G(d1)). The functor Obj(F,G) yields a non-empty subset
of [: [: the objects of C, the objects of D :], the morphisms of E :] and is defined
as follows:

(Def.5) Obj(F,G) = {〈〈〈〈c, d〉〉, f〉〉 : f ∈ hom(F (c), G(d))}.
In the sequel o, o1, o2 will denote elements of Obj(F,G). The following propo-

sition is true

(2) Suppose there exist c, d, f such that f ∈ hom(F (c), G(d)). Then o =
〈〈〈〈o1,1, o1,2〉〉, o2〉〉 and o2 ∈ hom(F (o1,1), G(o1,2)) and dom(o2) = F (o1,1)
and cod(o2) = G(o1,2).

Let us consider C, D, E, F , G. Let us assume that there exist c1, d1, f1 such
that f1 ∈ hom(F (c1), G(d1)). The functor Morph(F,G) yielding a non-empty
subset of [: [: Obj(F,G), Obj(F,G) qua a non-empty set :], [: the morphisms of C, the
morphisms of D :] :] is defined by:

(Def.6) Morph(F,G) = {〈〈〈〈o1, o2〉〉, 〈〈g, h〉〉〉〉 : dom g = o11,1 ∧ cod g = o21,1 ∧
domh = o11,2 ∧ codh = o21,2 ∧ o22 · F (g) = G(h) · o12}.

In the sequel k, k1, k2, k′ denote elements of Morph(F,G). Let us consider C,
D, E, F , G, k. Then k1,1 is an element of Obj(F,G). Then k1,2 is an element of
Obj(F,G). Then k2,1 is a morphism of C. Then k2,2 is a morphism of D.

The following proposition is true

(3) Suppose There exist c, d, f such that f ∈ hom(F (c), G(d)). Then
(i) k = 〈〈〈〈k1,1, k1,2〉〉, 〈〈k2,1, k2,2〉〉〉〉,

(ii) dom(k2,1) = (k1,1)1,1,
(iii) cod(k2,1) = (k1,2)1,1,
(iv) dom(k2,2) = (k1,1)1,2,
(v) cod(k2,2) = (k1,2)1,2,
(vi) (k1,2)2 · F (k2,1) = G(k2,2) · (k1,1)2.

Let us consider C, D, E, F , G, k1, k2. Let us assume that there exist c1, d1,
f1 such that f1 ∈ hom(F (c1), G(d1)). Let us assume that k11,2 = k21,1. The
functor k2 · k1 yielding an element of Morph(F,G) is defined as follows:

(Def.7) k2 · k1 = 〈〈〈〈k11,1, k21,2〉〉, 〈〈k22,1 · k12,1, k22,2 · k12,2〉〉〉〉.
Let us consider C, D, E, F , G. The functor ◦(F,G) yields a partial function

from [: Morph(F,G), Morph(F,G) :] to Morph(F,G) and is defined by:

(Def.8) dom(◦(F,G)) = {〈〈k1, k2〉〉 : k11,1 = k21,2} and for all k, k′ such that 〈〈k,
k′〉〉 ∈ dom(◦(F,G)) holds ◦(F,G)(〈〈k, k′〉〉) = k · k′.

Let us consider C, D, E, F , G. Let us assume that there exist c1, d1, f1

such that f1 ∈ hom(F (c1), G(d1)). The functor (F,G) yielding a strict category
is defined by the conditions (Def.9).

(Def.9) (i) The objects of (F,G) = Obj(F,G),
(ii) the morphisms of (F,G) = Morph(F,G),
(iii) for every k holds (the dom-map of (F,G))(k) = k1,1,
(iv) for every k holds (the cod-map of (F,G))(k) = k1,2,
(v) for every o holds (the id-map of (F,G))(o) = 〈〈〈〈o, o〉〉, 〈〈id(o1,1), id(o1,2)〉〉〉〉,
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(vi) the composition of (F,G) = ◦(F,G).

We now state two propositions:

(4) The objects of ˙� (x, y) = {x} and the morphisms of ˙� (x, y) = {y}.
(5) For all objects a, b of ˙� (x, y) holds hom(a, b) = {y}.
Let us consider C, c. The functor ˙� (c) yielding a strict subcategory of C is

defined as follows:

(Def.10) ˙� (c) = ˙� (c, idc).

We now define two new functors. Let us consider C, c. The functor (c, C)
yields a strict category and is defined by:

(Def.11) (c, C) = (
˙� (c)
↪→ , idC).

The functor (C, c) yields a strict category and is defined as follows:

(Def.12) (C, c) = (idC ,
˙� (c)
↪→ ).
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[4] Czes law Byliński. The modification of a function by a function and the iteration of the
composition of a function. Formalized Mathematics, 1(3):521–527, 1990.
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Summary. The concept of context-free grammar and of deriv-
ability in grammar are introduced. Moreover, the language (set of finite
sequences of symbols) generated by grammar and some grammars are
defined. The notion convenient to prove facts on language generated by
grammar with exchange of symbols on grammar of union and concatena-
tion of languages is included.

MML Identifier: LANG1.

The notation and terminology used here have been introduced in the following
papers: [9], [7], [1], [8], [10], [11], [4], [2], [6], [5], and [3]. We consider context-free
grammars which are systems
〈symbols, a initial symbol, rules〉,

where the symbols constitute a non-empty set, the initial symbol is an element
of the symbols, and the rules constitute a relation between the symbols and
(the symbols)∗.

We now define two new modes. Let G be a context-free grammar. A symbol
of G is an element of the symbols of G.

A string of G is an element of (the symbols of G)∗.
Let D be a non-empty set, and let p, q be elements of D∗. Then p 
 q is an

element of D∗.
Let D be a non-empty set. Then εD is an element of D∗. Let d be an element

of D. Then 〈d〉 is an element of D∗. Let e be an element of D. Then 〈d, e〉 is
an element of D∗.

In the sequel G will denote a context-free grammar, s will denote a symbol
of G, and n, m will denote strings of G. Let us consider G, s, n. The predicate
s⇒ n is defined as follows:

(Def.1) 〈〈s, n〉〉 ∈ the rules of G.

We now define two new functors. Let us consider G. The terminals of G
yields a set and is defined as follows:
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(Def.2) the terminals of G = {s : ¬∨n s⇒ n}.
The nonterminals of G yielding a set is defined as follows:

(Def.3) the nonterminals of G = {s :
∨
n s⇒ n}.

Next we state the proposition

(1) (The terminals of G) ∪ (the nonterminals of G) = the symbols of G.

Let us consider G, n, m. The predicate n⇒ m is defined by:

(Def.4) there exist strings n1, n2, n3 of G and there exists s such that n =
n1 
 〈s〉 
 n2 and m = n1 
 n3 
 n2 and s⇒ n3.

In the sequel n1, n2, n3 denote strings of G. One can prove the following
four propositions:

(2) If s⇒ n, then n1 
 〈s〉 
 n2 ⇒ n1 
 n 
 n2.

(3) If s⇒ n, then 〈s〉 ⇒ n.

(4) If 〈s〉 ⇒ n, then s⇒ n.

(5) If n1 ⇒ n2, then n 
 n1 ⇒ n 
 n2 and n1 
 n⇒ n2 
 n.

Let us consider G, n, m. The predicate n⇒∗ m is defined by the condition
(Def.5).

(Def.5) There exists a finite sequence p such that len p ≥ 1 and p(1) = n and
p(len p) = m and for every natural number i such that i ≥ 1 and i < len p
there exist strings a, b of G such that p(i) = a and p(i+1) = b and a⇒ b.

The following three propositions are true:

(6) n⇒∗ n.

(7) If n⇒ m, then n⇒∗ m.

(8) If n2 ⇒∗ n1 and n3 ⇒∗ n2, then n3 ⇒∗ n1.

Let us consider G. The language generated by G yielding a set is defined by:

(Def.6) the language generated by
G = {a : rng a ⊆
the terminals of G∧ 〈the initial symbol of G〉 ⇒∗ a}, where a ranges over
elements of (the symbols of G)∗.

Next we state the proposition

(9) n ∈ the language generated by G if and only if rngn ⊆ the terminals of
G and 〈the initial symbol of G〉 ⇒∗ n.

Let a be arbitrary. Then {a} is a non-empty set. Let b be arbitrary. Then
{a, b} is a non-empty set.

Let D, E be non-empty sets, and let a be an element of [:D, E :]. Then {a}
is a relation between D and E. Let b be an element of [:D, E :]. Then {a, b} is
a relation between D and E.

We now define three new functors. Let a be arbitrary. The functor {a⇒ ε}
yielding a strict context-free grammar is defined by:

(Def.7) the symbols of {a⇒ ε} = {a} and the rules of {a⇒ ε} = {〈〈a, ε〉〉}.
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Let b be arbitrary. The functor {a⇒ b} yielding a strict context-free grammar
is defined as follows:

(Def.8) the symbols of {a⇒ b} = {a, b} and the initial symbol of {a⇒ b} = a
and the rules of {a⇒ b} = {〈〈a, 〈b〉〉〉}.

The functor

{
a⇒ ba
a⇒ ε

}
yields a strict context-free grammar and is defined by:

(Def.9) the symbols of

{
a⇒ ba
a⇒ ε

}
= {a, b} and the initial symbol of

{
a⇒ ba
a⇒ ε

}
=

a and the rules of{
a⇒ ba
a⇒ ε

}
= {〈〈a, 〈b, a〉〉〉, 〈〈a, ε〉〉}.

Let D be a non-empty set. The total grammar over D yields a strict context-
free grammar and is defined as follows:

(Def.10) the symbols of the total grammar over D = D ∪ {D} and the initial
symbol of the total grammar over D = D and the rules of the total
grammar over D = {〈〈D, 〈d,D〉〉〉 : d = d} ∪ {〈〈D, ε〉〉}, where d ranges over
elements of D.

In the sequel a, b are arbitrary and D denotes a non-empty set. Next we
state several propositions:

(10) The terminals of {a⇒ ε} = ∅.
(11) The language generated by {a⇒ ε} = {ε}.
(12) If a 6= b, then the terminals of {a⇒ b} = {b}.
(13) If a 6= b, then the language generated by {a⇒ b} = {〈b〉}.

(14) If a 6= b, then the terminals of

{
a⇒ ba
a⇒ ε

}
= {b}.

(15) If a 6= b, then the language generated by

{
a⇒ ba
a⇒ ε

}
= {b}∗.

(16) The terminals of the total grammar over D = D.

(17) The language generated by the total grammar over D = D∗.

We now define two new attributes. A context-free grammar is efective if:

(Def.11) the language generated by it is non-empty and the initial symbol of
it ∈ the nonterminals of it and for every symbol s of it such that s ∈ the
terminals of it there exists a string p of it such that p ∈ the language
generated by it and s ∈ rng p.

A context-free grammar is finite if:

(Def.12) the rules of it is finite.

Let G be an efective context-free grammar. Then the nonterminals of G is a
non-empty subset of the symbols of G.

Let X be a set, and let Y be a non-empty set, and let f be a function from
X into Y . Then graph f is a relation between X and Y .
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Let X, Y be non-empty sets, and let p be a finite sequence of elements of X,
and let f be a function from X into Y . Then f · p is an element of Y ∗.

Let X, Y be non-empty sets, and let f be a function from X into Y . The
functor f ∗ yielding a function from X∗ into Y ∗ is defined as follows:

(Def.13) for every element p of X∗ holds f ∗(p) = f · p.
Let R be a binary relation. The functor R∗ yielding a binary relation is

defined by the condition (Def.14).

(Def.14) Let x, y be arbitrary. Then 〈〈x, y〉〉 ∈ R∗ if and only if the following
conditions are satisfied:

(i) x ∈ fieldR,
(ii) y ∈ fieldR,
(iii) there exists a finite sequence p such that len p ≥ 1 and p(1) = x and

p(len p) = y and for every natural number i such that i ≥ 1 and i < len p
holds 〈〈p(i), p(i+ 1)〉〉 ∈ R.

In the sequel R is a binary relation. We now state the proposition

(18) R ⊆ R∗.
Let X be a non-empty set, and let R be a binary relation on X. Then R∗ is

a binary relation on X.

Let G be a context-free grammar, and let X be a non-empty set, and let f
be a function from the symbols of G into X. The functor G(f) yielding a strict
context-free grammar is defined by:

(Def.15) G(f) = 〈X, f(the initial symbol of G), (graph f) � · the rules of G ·
graph(f ∗)〉.

The following proposition is true

(19) For all non-empty sets D1, D2 such that D1 ⊆ D2 holds D1
∗ ⊆ D2

∗.

References

[1] Grzegorz Bancerek. The fundamental properties of natural numbers. Formalized Math-
ematics, 1(1):41–46, 1990.

[2] Grzegorz Bancerek and Krzysztof Hryniewiecki. Segments of natural numbers and finite
sequences. Formalized Mathematics, 1(1):107–114, 1990.

[3] Czes law Byliński. Finite sequences and tuples of elements of a non-empty sets. Formal-
ized Mathematics, 1(3):529–536, 1990.
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Summary. Definitions and basic properties of a σ-additive, non-

negative measure, with values in � , the enlarged set of real numbers,

where � denotes set � = � ∪ {−∞,+∞} - by [13]. The article includs
the text being a continuation of the paper [5]. Some theorems concerning
basic properties of a σ-additive measure and completeness of the measure
are proved.

MML Identifier: MEASURE3.

The papers [15], [14], [9], [10], [7], [8], [1], [12], [2], [11], [3], [4], [6], and [5] provide
the terminology and notation for this paper. One can prove the following four
propositions:

(1) For every Real number x such that −∞ < x and x < +∞ holds x is a
real number.

(2) For every Real number x such that x 6= −∞ and x 6= +∞ holds x is a
real number.

(3) For all functions F1, F2 from � into � such that F1 is non-negative and
F2 is non-negative holds if for every natural number n holds (SerF1)(n) ≤
(SerF2)(n), then

∑
F1 ≤

∑
F2.

(4) For all functions F1, F2 from � into � such that F1 is non-negative and
F2 is non-negative holds if for every natural number n holds (SerF1)(n) =
(SerF2)(n), then

∑
F1 =

∑
F2.

Let X be a set, and let S be a σ-field of subsets of X. A denumerable family
of subsets of X is called a subfamily of S if:

(Def.1) it ⊆ S.

Let X be a set, and let S be a σ-field of subsets of X, and let F be a function
from � into S. Then rngF is a subfamily of S.
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Let X be a set, and let S be a σ-field of subsets of X, and let A be a subfamily
of S. Then

⋃
A is an element of S.

Let X be a set, and let S be a σ-field of subsets of X, and let A be a subfamily
of S. Then

⋂
A is an element of S.

One can prove the following propositions:

(5) For every set X and for every σ-field S of subsets of X and for every
σ-measure M on S and for every function F from � into S and for every
element A of S such that

⋂
rngF ⊆ A and for every element n of � holds

A ⊆ F (n) holds M(A) = M(
⋂

rngF ).

(6) Let X be a set. Let S be a σ-field of subsets of X. Let G be a function
from � into S. Then for every function F from � into S such that
G(0) = ∅ and for every element n of � holds G(n+ 1) = F (0) \ F (n) and
F (n+ 1) ⊆ F (n) holds

⋃
rngG = F (0) \ ⋂ rngF .

(7) Let X be a set. Let S be a σ-field of subsets of X. Let G be a function
from � into S. Then for every function F from � into S such that
G(0) = ∅ and for every element n of � holds G(n+ 1) = F (0) \ F (n) and
F (n+ 1) ⊆ F (n) holds

⋂
rngF = F (0) \ ⋃ rngG.

(8) Let X be a set. Let S be a σ-field of subsets of X. Let M be a σ-
measure on S. Let G be a function from � into S. Let F be a function
from � into S. Suppose M(F (0)) < +∞ and G(0) = ∅ and for every
element n of � holds G(n+ 1) = F (0) \F (n) and F (n+ 1) ⊆ F (n). Then
M(

⋂
rngF ) = M(F (0)) −M(

⋃
rngG).

(9) Let X be a set. Let S be a σ-field of subsets of X. Let M be a σ-
measure on S. Let G be a function from � into S. Let F be a function
from � into S. Suppose M(F (0)) < +∞ and G(0) = ∅ and for every
element n of � holds G(n+ 1) = F (0) \F (n) and F (n+ 1) ⊆ F (n). Then
M(

⋃
rngG) = M(F (0)) −M(

⋂
rngF ).

(10) Let X be a set. Let S be a σ-field of subsets of X. Let M be a σ-
measure on S. Let G be a function from � into S. Let F be a function
from � into S. Suppose M(F (0)) < +∞ and G(0) = ∅ and for every
element n of � holds G(n+ 1) = F (0) \F (n) and F (n+ 1) ⊆ F (n). Then
M(

⋂
rngF ) = M(F (0)) − sup rng(M ·G).

(11) Let X be a set. Let S be a σ-field of subsets of X. Let M be a σ-
measure on S. Let G be a function from � into S. Let F be a function
from � into S. Suppose M(F (0)) < +∞ and G(0) = ∅ and for every
element n of � holds G(n + 1) = F (0) \ F (n) and F (n + 1) ⊆ F (n).
Then sup rng(M ·G) is a real number and M(F (0)) is a real number and
inf rng(M · F ) is a real number.

(12) Let X be a set. Let S be a σ-field of subsets of X. Let M be a σ-
measure on S. Let G be a function from � into S. Let F be a function
from � into S. Suppose M(F (0)) < +∞ and G(0) = ∅ and for every
element n of � holds G(n+ 1) = F (0) \F (n) and F (n+ 1) ⊆ F (n). Then
sup rng(M ·G) = M(F (0)) − inf rng(M · F ).
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(13) Let X be a set. Let S be a σ-field of subsets of X. Let M be a σ-
measure on S. Let G be a function from � into S. Let F be a function
from � into S. Suppose M(F (0)) < +∞ and G(0) = ∅ and for every
element n of � holds G(n+ 1) = F (0) \F (n) and F (n+ 1) ⊆ F (n). Then
inf rng(M · F ) = M(F (0)) − sup rng(M ·G).

(14) For every set X and for every σ-field S of subsets of X and for every
σ-measure M on S and for every function F from � into S such that for
every element n of � holds F (n + 1) ⊆ F (n) and M(F (0)) < +∞ holds
M(

⋂
rngF ) = inf rng(M · F ).

(15) For every set X and for every σ-field S of subsets of X and for every
measure M on S and for every family T of measureable sets of S and for
every sequence F of separated subsets of S such that T = rngF holds∑

(M · F ) ≤M(
⋃
T ).

(16) For every set X and for every σ-field S of subsets of X and for every
measure M on S and for every sequence F of separated subsets of S holds∑

(M · F ) ≤M(
⋃

rngF ).

(17) For every set X and for every σ-field S of subsets of X and for every
measure M on S such that for every sequence F of separated subsets of
S holds M(

⋃
rngF ) ≤∑(M · F ) holds M is a σ-measure on S.

Let X be a set, and let S be a σ-field of subsets of X, and let M be a
σ-measure on S. We say that M is complete on S if and only if:

(Def.2) for every subset A of X and for every set B such that B ∈ S holds if
A ⊆ B and M(B) = 0 � , then A ∈ S.

Let X be a set, and let S be a σ-field of subsets of X, and let M be a
σ-measure on S. A subset of X is called a set with measure zero w.r.t. M if:

(Def.3) there exists a set B such that B ∈ S and it ⊆ B and M(B) = 0 � .

Let X be a set, and let S be a σ-field of subsets of X, and let M be a σ-
measure on S. The functor COM(S,M) yielding a non-empty family of subsets
of X is defined as follows:

(Def.4) for an arbitrary A holds A ∈ COM(S,M) if and only if there exists a
set B such that B ∈ S and there exists a set C with measure zero w.r.t.
M such that A = B ∪ C.

Let X be a set, and let S be a σ-field of subsets of X, and let M be a σ-
measure on S, and let A be an element of COM(S,M). The functor MeasPartA
yields a non-empty family of subsets of X and is defined as follows:

(Def.5) for an arbitrary B holds B ∈ MeasPartA if and only if B ∈ S and
B ⊆ A and A \ B is a set with measure zero w.r.t. M .

Let X be a set, and let S be a σ-field of subsets of X, and let M be a σ-
measure on S, and let F be a function from � into COM(S,M), and let n be a
natural number. Then F (n) is an element of COM(S,M).

We now state four propositions:
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(18) For every set X and for every σ-field S of subsets of X and for every
σ-measure M on S and for every function F from � into COM(S,M)
there exists a function G from � into S such that for every element n of
� holds G(n) ∈ MeasPartF (n).

(19) For every set X and for every σ-field S of subsets of X and for every
σ-measure M on S and for every function F from � into COM(S,M) and
for every function G from � into S there exists a function H from � into
2X such that for every element n of � holds H(n) = F (n) \G(n).

(20) Let X be a set. Then for every σ-field S of subsets of X and for every
σ-measure M on S and for every function F from � into 2X such that
for every element n of � holds F (n) is a set with measure zero w.r.t. M
there exists a function G from � into S such that for every element n of
� holds F (n) ⊆ G(n) and M(G(n)) = 0 � .

(21) For every set X and for every σ-field S of subsets of X and for every
σ-measure M on S and for every non-empty family D of subsets of X
such that for an arbitrary A holds A ∈ D if and only if there exists a set
B such that B ∈ S and there exists a set C with measure zero w.r.t. M
such that A = B ∪ C holds D is a σ-field of subsets of X.

Let X be a set, and let S be a σ-field of subsets of X, and let M be a
σ-measure on S. Then COM(S,M) is a σ-field of subsets of X.

Next we state the proposition

(22) For every set X and for every σ-field S of subsets of X and for every σ-
measure M on S and for all sets B1, B2 such that B1 ∈ S and B2 ∈ S and
for all sets C1, C2 with measure zero w.r.t. M such that B1∪C1 = B2∪C2

holds M(B1) = M(B2).

Let X be a set, and let S be a σ-field of subsets of X, and let M be a σ-
measure on S. The functor COM(M) yields a σ-measure on COM(S,M) and
is defined by:

(Def.6) for every set B such that B ∈ S and for every set C with measure zero
w.r.t. M holds (COM(M))(B ∪ C) = M(B).

The following proposition is true

(23) For every set X and for every σ-field S of subsets of X and for every
σ-measure M on S holds COM(M) is complete on COM(S,M).
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[7] Czes law Byliński. Basic functions and operations on functions. Formalized Mathematics,
1(1):245–254, 1990.
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Summary. In [20] the series of real numbers were investigated.
The introduction to Banach and Hilbert Spaces ( [12,13,14]), enables us
to arrive at the concept of series in Hilbert Space. We start with the
notions: partial sums of series, sum and n-th sum of series, convergent
series (summable series), absolutely convergent series. We prove some ba-
sic theorems: the necessary condition for a series to converge, Weierstrass’
test, d’Alembert’s test, Cauchy’s test.

MML Identifier: BHSP 4.

The notation and terminology used here have been introduced in the following
articles: [5], [23], [28], [3], [4], [1], [10], [8], [9], [7], [20], [2], [29], [21], [22],
[17], [27], [26], [24], [16], [12], [13], [15], [6], [11], [14], [25], [18], and [19]. For
simplicity we adopt the following convention: X denotes a real unitary space, a,
b, r denote real numbers, s1, s2, s3 denote sequences of X, R1, R2, R3 denote
sequences of real numbers, and k, n, m denote natural numbers. The scheme
Rec Func Ex RUS deals with a real unitary space A, a point B of A, and a
binary functor F yielding a point of A and states that:

there exists a function f from � into the vectors of the vectors of A such
that f(0) = B and for every element n of � and for every point x of A such that
x = f(n) holds f(n+ 1) = F(n, x)
for all values of the parameters.

Let us consider X, s1. The functor (
∑κ
α=0 s1(α))κ∈ � yields a sequence of X

and is defined as follows:

(Def.1) (
∑κ
α=0 s1(α))κ∈ � (0) = s1(0) and for every n holds (

∑κ
α=0 s1(α))κ∈ � (n+

1) = (
∑κ
α=0 s1(α))κ∈ � (n) + s1(n+ 1).

Next we state several propositions:

(1) (
∑κ
α=0 s2(α))κ∈ � + (

∑κ
α=0 s3(α))κ∈ � = (

∑κ
α=0(s2 + s3)(α))κ∈ � .

(2) (
∑κ
α=0 s2(α))κ∈ � − (

∑κ
α=0 s3(α))κ∈ � = (

∑κ
α=0(s2 − s3)(α))κ∈ � .

(3) (
∑κ
α=0(a · s1)(α))κ∈ � = a · (∑κ

α=0 s1(α))κ∈ � .
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(4) (
∑κ
α=0(−s1)(α))κ∈ � = −(

∑κ
α=0 s1(α))κ∈ � .

(5) a ·(∑κ
α=0 s2(α))κ∈ � +b ·(∑κ

α=0 s3(α))κ∈ � = (
∑κ
α=0(a ·s2 +b ·s3)(α))κ∈ � .

Let us consider X, s1. We say that s1 is summable if and only if:

(Def.2) (
∑κ
α=0 s1(α))κ∈ � is convergent.

Let us consider X, s1. Let us assume that s1 is summable. The functor
∑
s1

yielding a point of X is defined by:

(Def.3)
∑
s1 = lim((

∑κ
α=0 s1(α))κ∈ � ).

Next we state several propositions:

(6) If s2 is summable and s3 is summable, then s2 + s3 is summable and∑
(s2 + s3) =

∑
s2 +

∑
s3.

(7) If s2 is summable and s3 is summable, then s2 − s3 is summable and∑
(s2 − s3) =

∑
s2 −

∑
s3.

(8) If s1 is summable, then a · s1 is summable and
∑

(a · s1) = a ·∑ s1.

(9) If s1 is summable, then s1 is convergent and lim s1 = 0the vectors of X .

(10) If X is a Hilbert space, then s1 is summable if and only if for every r
such that r > 0 there exists k such that for all n, m such that n ≥ k and
m ≥ k holds ‖(∑κ

α=0 s1(α))κ∈ � (n)− (
∑κ
α=0 s1(α))κ∈ � (m)‖ < r.

(11) If s1 is summable, then (
∑κ
α=0 s1(α))κ∈ � is bounded.

(12) For all s1, s2 such that for every n holds s2(n) = s1(0) holds (
∑κ
α=0(s1 ↑

1)(α))κ∈ � = (
∑κ
α=0 s1(α))κ∈ � ↑ 1− s2.

(13) If s1 is summable, then for every k holds s1 ↑ k is summable.

(14) If there exists k such that s1 ↑ k is summable, then s1 is summable.

Let us consider X, s1, n. The functor
∑n
κ=0 s1(κ) yielding a point of X is

defined by:

(Def.4)
∑n
κ=0 s1(κ) = (

∑κ
α=0 s1(α))κ∈ � (n).

We now state several propositions:

(15)
∑n
κ=0 s1(κ) = (

∑κ
α=0 s1(α))κ∈ � (n).

(16)
∑0
κ=0 s1(κ) = s1(0).

(17)
∑1
κ=0 s1(κ) =

∑0
κ=0 s1(κ) + s1(1).

(18)
∑1
κ=0 s1(κ) = s1(0) + s1(1).

(19)
∑n+1
κ=0 s1(κ) =

∑n
κ=0 s1(κ) + s1(n+ 1).

(20) s1(n+ 1) =
∑n+1
κ=0 s1(κ)−∑n

κ=0 s1(κ).

(21) s1(1) =
∑1
κ=0 s1(κ)−∑0

κ=0 s1(κ).

Let us consider X, s1, n, m. The functor
∑m
κ=n+1 s1(κ) yielding a point of

X is defined by:

(Def.5)
∑m
κ=n+1 s1(κ) =

∑n
κ=0 s1(κ) −∑m

κ=0 s1(κ).

The following propositions are true:

(22)
∑m
κ=n+1 s1(κ) =

∑n
κ=0 s1(κ) −∑m

κ=0 s1(κ).

(23)
∑0
κ=1+1 s1(κ) = s1(1).
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(24)
∑n
κ=n+1+1 s1(κ) = s1(n+ 1).

(25) If X is a Hilbert space, then s1 is summable if and only if for every r
such that r > 0 there exists k such that for all n, m such that n ≥ k and
m ≥ k holds ‖∑n

κ=0 s1(κ)−∑m
κ=0 s1(κ)‖ < r.

(26) If X is a Hilbert space, then s1 is summable if and only if for every r
such that r > 0 there exists k such that for all n, m such that n ≥ k and
m ≥ k holds ‖∑m

κ=n+1 s1(κ)‖ < r.

Let us consider R1, n. The functor
∑n
κ=0R1(κ) yields a real number and is

defined by:

(Def.6)
∑n
κ=0 R1(κ) = (

∑κ
α=0 R1(α))κ∈ � (n).

Let us consider R1, n, m. The functor
∑m
κ=n+1R1(κ) yielding a real number

is defined by:

(Def.7)
∑m
κ=n+1R1(κ) =

∑n
κ=0R1(κ) −∑m

κ=0R1(κ).

Let us consider X, s1. We say that s1 is absolutely summable if and only if:

(Def.8) ‖s1‖ is summable.

The following propositions are true:

(27) If s2 is absolutely summable and s3 is absolutely summable, then s2+s3

is absolutely summable.

(28) If s1 is absolutely summable, then a · s1 is absolutely summable.

(29) If for every n holds ‖s1‖(n) ≤ R1(n) and R1 is summable, then s1 is
absolutely summable.

(30) If for every n holds s1(n) 6= 0the vectors of X and R1(n) = ‖s1(n+1)‖
‖s1(n)‖ and

R1 is convergent and limR1 < 1, then s1 is absolutely summable.

(31) If r > 0 and there exists m such that for every n such that n ≥ m holds
‖s1(n)‖ ≥ r, then s1 is not convergent or lim s1 6= 0the vectors of X .

(32) If for every n holds s1(n) 6= 0the vectors of X and there exists m such that

for every n such that n ≥ m holds ‖s1(n+1)‖
‖s1(n)‖ ≥ 1, then s1 is not summable.

(33) If for every n holds s1(n) 6= 0the vectors of X and for every n holds

R1(n) = ‖s1(n+1)‖
‖s1(n)‖ and R1 is convergent and limR1 > 1, then s1 is not

summable.

(34) If for every n holds R1(n) = n
√
‖s1(n)‖ and R1 is convergent and

limR1 < 1, then s1 is absolutely summable.

(35) If for every n holds R1(n) = n
√
‖s1‖(n) and there exists m such that for

every n such that n ≥ m holds R1(n) ≥ 1, then s1 is not summable.

(36) If for every n holds R1(n) = n
√
‖s1‖(n) and R1 is convergent and

limR1 > 1, then s1 is not summable.

(37) (
∑κ
α=0‖s1‖(α))κ∈ � is non-decreasing.

(38) For every n holds (
∑κ
α=0‖s1‖(α))κ∈ � (n) ≥ 0.

(39) For every n holds ‖(∑κ
α=0 s1(α))κ∈ � (n)‖ ≤ (

∑κ
α=0‖s1‖(α))κ∈ � (n).

(40) For every n holds ‖∑n
κ=0 s1(κ)‖ ≤∑n

κ=0‖s1‖(κ).
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(41) For all n, m holds ‖(∑κ
α=0 s1(α))κ∈ � (m) − (

∑κ
α=0 s1(α))κ∈ � (n)‖ ≤

|(∑κ
α=0‖s1‖(α))κ∈ � (m)− (

∑κ
α=0‖s1‖(α))κ∈ � (n)|.

(42) For all n, m holds
‖∑m

κ=0 s1(κ)−∑n
κ=0 s1(κ)‖ ≤ |∑m

κ=0‖s1‖(κ) −∑n
κ=0‖s1‖(κ)|.

(43) For all n, m holds ‖∑n
κ=m+1 s1(κ)‖ ≤ |∑n

κ=m+1‖s1‖(κ)|.
(44) If X is a Hilbert space, then if s1 is absolutely summable, then s1 is

summable.

Let us consider X, s1, R1. The functor R1 · s1 yielding a sequence of X is
defined as follows:

(Def.9) for every n holds (R1 · s1)(n) = R1(n) · s1(n).

One can prove the following propositions:

(45) R1 · (s2 + s3) = R1 · s2 +R1 · s3.

(46) (R2 +R3) · s1 = R2 · s1 +R3 · s1.

(47) (R2 R3) · s1 = R2 · (R3 · s1).

(48) (aR1) · s1 = a · (R1 · s1).

(49) R1 · −s1 = (−R1) · s1.

(50) If R1 is convergent and s1 is convergent, then R1 · s1 is convergent.

(51) If R1 is bounded and s1 is bounded, then R1 · s1 is bounded.

(52) If R1 is convergent and s1 is convergent, then R1 · s1 is convergent and
lim(R1 · s1) = limR1 · lim s1.

Let us consider R1. We say that R1 is a Cauchy sequence if and only if:

(Def.10) for every r such that r > 0 there exists k such that for all n, m such
that n ≥ k and m ≥ k holds |R1(n)−R1(m)| < r.

One can prove the following propositions:

(53) If X is a Hilbert space, then if s1 is a Cauchy sequence and R1 is a
Cauchy sequence, then R1 · s1 is a Cauchy sequence.

(54) For every n holds (
∑κ
α=0((R1−R1 ↑ 1) · (∑κ

α=0 s1(α))κ∈ � )(α))κ∈ � (n) =
(
∑κ
α=0(R1 · s1)(α))κ∈ � (n+ 1)− (R1 · (

∑κ
α=0 s1(α))κ∈ � )(n+ 1).

(55) For every n holds
(
∑κ
α=0(R1·s1)(α))κ∈ � (n+1) = (R1·(

∑κ
α=0 s1(α))κ∈ � )(n+1)−(

∑κ
α=0((R1↑

1−R1) · (∑κ
α=0 s1(α))κ∈ � )(α))κ∈ � (n).

(56) For every n holds
∑n+1
κ=0(R1 · s1)(κ) = (R1 · (

∑κ
α=0 s1(α))κ∈ � )(n+ 1)−∑n

κ=0((R1 ↑ 1−R1) · (∑κ
α=0 s1(α))κ∈ � )(κ).
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Summary. A product and coproduct in categories are introduced.
The concepts included corresponds to that presented in [7].
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The papers [9], [1], [2], [8], [4], [6], [3], and [5] provide the notation and termi-
nology for this paper.

1. Indexed families

For simplicity we adopt the following rules: I will be a set, x, x1, x2, y, y1,
y2 will be arbitrary, A will be a non-empty set, C, D will be categories, a, b,
c, d will be objects of C, and f , g, h, k, p1, p2, q1, q2, i1, i2, j1, j2 will be
morphisms of C. Let us consider I, x, A, and let F be a function from I into A.
Let us assume that x ∈ I. The functor Fx yielding an element of A is defined
as follows:

(Def.1) Fx = F (x).

The scheme LambdaIdx deals with a set A, a set B, and a unary functor F
yielding an element of B and states that:

there exists a function F from A into B such that for every x such that x ∈ A
holds Fx = F(x)

for all values of the parameters.

The following proposition is true

(1) For all functions F1, F2 from I into A such that for every x such that
x ∈ I holds F1x = F2x holds F1 = F2.
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The scheme FuncIdx correctn deals with a set A, a set B, and a unary functor
F yielding an element of B and states that:
(i) there exists a function F from A into B such that for every x such that
x ∈ A holds Fx = F(x),
(ii) for all functions F1, F2 from A into B such that for every x such that
x ∈ A holds F1x = F(x) and for every x such that x ∈ A holds F2x = F(x)
holds F1 = F2

for all values of the parameters.
Let us consider A, I, and let a be an element of A. Then I 7−→ a is a function

from I into A.

The following proposition is true

(2) For every element a of A such that x ∈ I holds (I 7−→ a)x = a.

Let us consider x1, x2, y1, y2. The functor [x1 7−→ y1, x2 7−→ y2] yields a
function and is defined as follows:

(Def.2) [x1 7−→ y1, x2 7−→ y2] = ({x1} 7−→ y1) +· ({x2} 7−→ y2).

The following propositions are true:

(3) dom[x1 7−→ y1, x2 7−→ y2] = {x1, x2} and rng[x1 7−→ y1, x2 7−→ y2] ⊆
{y1, y2}.

(4) If x1 6= x2, then [x1 7−→ y1, x2 7−→ y2](x1) = y1 and [x1 7−→ y1, x2 7−→
y2](x2) = y2.

(5) If x1 6= x2, then rng[x1 7−→ y1, x2 7−→ y2] = {y1, y2}.
(6) [x1 7−→ y, x2 7−→ y] = {x1, x2} 7−→ y.

Let us consider A, x1, x2, and let y1, y2 be elements of A. Then [x1 7−→
y1, x2 7−→ y2] is a function from {x1, x2} into A.

The following proposition is true

(7) If x1 6= x2, then for all elements y1, y2 of A holds [x1 7−→ y1, x2 7−→
y2]x1 = y1 and [x1 7−→ y1, x2 7−→ y2]x2 = y2.

2. Indexed families of morphisms

We now define two new functors. Let us consider C, I, and let F be a function
from I into the morphisms of C. The functor domκ F (κ) yielding a function
from I into the objects of C is defined as follows:

(Def.3) for every x such that x ∈ I holds (domκ F (κ))x = dom(Fx).

The functor codκ F (κ) yielding a function from I into the objects of C is defined
by:

(Def.4) for every x such that x ∈ I holds (codκ F (κ))x = cod(Fx).

We now state four propositions:

(8) domκ(I 7−→ f)(κ) = I 7−→ dom f .

(9) codκ(I 7−→ f)(κ) = I 7−→ cod f .

(10) domκ[x1 7−→ p1, x2 7−→ p2](κ) = [x1 7−→ dom p1, x2 7−→ dom p2].
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(11) codκ[x1 7−→ p1, x2 7−→ p2](κ) = [x1 7−→ cod p1, x2 7−→ cod p2].

Let us consider C, I, and let F be a function from I into the morphisms of
C. The functor F op yields a function from I into the morphisms of C op and is
defined as follows:

(Def.5) for every x such that x ∈ I holds (F op)x = (Fx)op.

Next we state three propositions:

(12) (I 7−→ f)op = I 7−→ fop.

(13) If x1 6= x2, then [x1 7−→ p1, x2 7−→ p2]op = [x1 7−→ p1
op, x2 7−→ p2

op].

(14) For every function F from I into the morphisms of C holds (F op)op = F .

Let us consider C, I, and let F be a function from I into the morphisms of
Cop. The functor opF yielding a function from I into the morphisms of C is
defined by:

(Def.6) for every x such that x ∈ I holds (opF )x = op(Fx).

The following propositions are true:

(15) For every morphism f of Cop holds op(I 7−→ f) = I 7−→ opf .

(16) If x1 6= x2, then for all morphisms p1, p2 of Cop holds op[x1 7−→
p1, x2 7−→ p2] = [x1 7−→ opp1, x2 7−→ opp2].

(17) For every function F from I into the morphisms of C holds op(F op) = F .

We now define two new functors. Let us consider C, I, and let F be a
function from I into the morphisms of C, and let us consider f . The functor
F · f yields a function from I into the morphisms of C and is defined as follows:

(Def.7) for every x such that x ∈ I holds (F · f)x = Fx · f .

The functor f ·F yielding a function from I into the morphisms of C is defined
by:

(Def.8) for every x such that x ∈ I holds (f · F )x = f · Fx.

The following four propositions are true:

(18) If x1 6= x2, then [x1 7−→ p1, x2 7−→ p2] · f = [x1 7−→ p1 · f, x2 7−→ p2 · f ].

(19) If x1 6= x2, then f · [x1 7−→ p1, x2 7−→ p2] = [x1 7−→ f · p1, x2 7−→ f · p2].

(20) For every function F from I into the morphisms of C such that domκ F (κ) =
I 7−→ cod f holds domκ F · f(κ) = I 7−→ dom f and
codκ F · f(κ) = codκ F (κ).

(21) For every function F from I into the morphisms of C such that codκ F (κ) =
I 7−→ dom f holds
domκ f · F (κ) = domκ F (κ)
and codκ f · F (κ) = I 7−→ cod f .

Let us consider C, I, and let F , G be functions from I into the morphisms
of C. The functor F · G yields a function from I into the morphisms of C and
is defined by:

(Def.9) for every x such that x ∈ I holds (F ·G)x = Fx ·Gx.

We now state four propositions:
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(22) For all functions F , G from I into the morphisms of C such that
domκ F (κ) = codκG(κ) holds domκ F · G(κ) = domκG(κ) and codκ F ·
G(κ) = codκ F (κ).

(23) If x1 6= x2, then [x1 7−→ p1, x2 7−→ p2] · [x1 7−→ q1, x2 7−→ q2] = [x1 7−→
p1 · q1, x2 7−→ p2 · q2].

(24) For every function F from I into the morphisms of C holds F · f =
F · (I 7−→ f).

(25) For every function F from I into the morphisms of C holds f · F =
(I 7−→ f) · F .

3. Retractions and coretractions

We now define two new attributes. Let us consider C. A morphism of C is
retraction if:

(Def.10) there exists g such that cod g = dom it and it · g = idcod it.

A morphism of C is coretraction if:

(Def.11) there exists g such that dom g = cod it and g · it = iddom it.

The following propositions are true:

(26) If f is retraction, then f is epi.

(27) If f is coretraction, then f is monic.

(28) If f is retraction and g is retraction and dom g = cod f , then g · f is
retraction.

(29) If f is coretraction and g is coretraction and dom g = cod f , then g · f
is coretraction.

(30) If dom g = cod f and g · f is retraction, then g is retraction.

(31) If dom g = cod f and g · f is coretraction, then f is coretraction.

(32) If f is retraction and f is monic, then f is invertible.

(33) If f is coretraction and f is epi, then f is invertible.

(34) f is invertible if and only if f is retraction and f is coretraction.

(35) For every functor T from C to D such that f is retraction holds T (f)
is retraction.

(36) For every functor T from C to D such that f is coretraction holds T (f)
is coretraction.

(37) f is retraction if and only if f op is coretraction.

(38) f is coretraction if and only if f op is retraction.

4. Morphisms determined by a terminal object

Let us consider C, a, b. Let us assume that b is a terminal object. ||ba is a
morphism from a to b.
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Next we state three propositions:

(39) If b is a terminal object, then dom||ba = a and cod||ba = b.

(40) If b is a terminal object and dom f = a and cod f = b, then ||ba = f .

(41) For every morphism f from a to b such that b is a terminal object holds
||ba = f .

5. Morphisms determined by an iniatial object

Let us consider C, a, b. Let us assume that a is an initial object. ||ab is a
morphism from a to b.

Next we state three propositions:

(42) If a is an initial object, then dom||ab = a and cod||ab = b.

(43) If a is an initial object and dom f = a and cod f = b, then ||ab = f .

(44) For every morphism f from a to b such that a is an initial object holds
||ab = f .

6. Products

Let us consider C, a, I. A function from I into the morphisms of C is said to
be a projections family from a onto I if:

(Def.12) domκ it(κ) = I 7−→ a.

We now state several propositions:

(45) For every projections family F from a onto I such that x ∈ I holds
dom(Fx) = a.

(46) For every function F from ∅ into the morphisms of C holds F is a
projections family from a onto ∅.

(47) If dom f = a, then {y} 7−→ f is a projections family from a onto {y}.
(48) If dom p1 = a and dom p2 = a, then [x1 7−→ p1, x2 7−→ p2] is a projec-

tions family from a onto {x1, x2}.
(49) For every projections family F from a onto ∅ holds F = � .

(50) For every projections family F from a onto I such that cod f = a holds
F · f is a projections family from dom f onto I.

(51) For every function F from I into the morphisms of C and for every
projections family G from a onto I such that domκ F (κ) = codκG(κ)
holds F ·G is a projections family from a onto I.

(52) For every projections family F from cod f onto I holds f op · F op =
(F · f)op.

Let us consider C, a, I, and let F be a function from I into the morphisms
of C. We say that a is a product w.r.t. F if and only if the conditions (Def.13)
is satisfied.
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(Def.13) (i) F is a projections family from a onto I,

(ii) for every b and for every projections family F ′ from b onto I such that
codκ F (κ) = codκ F

′(κ) there exists h such that h ∈ hom(b, a) and for
every k such that k ∈ hom(b, a) holds for every x such that x ∈ I holds
Fx · k = F ′x if and only if h = k.

One can prove the following propositions:

(53) For every projections family F from c onto I and for every projections
family F ′ from d onto I such that c is a product w.r.t. F and d is a product
w.r.t. F ′ and codκ F (κ) = codκ F

′(κ) holds c and d are isomorphic.

(54) For every projections family F from c onto I such that c is a prod-
uct w.r.t. F and for all x1, x2 such that x1 ∈ I and x2 ∈ I holds
hom(cod(Fx1), cod(Fx2)) 6= ∅ and for every x such that x ∈ I holds Fx is
retraction.

(55) For every function F from ∅ into the morphisms of C holds a is a
product w.r.t. F if and only if a is a terminal object.

(56) For every projections family F from a onto I such that a is a product
w.r.t. F and dom f = b and cod f = a and f is invertible holds b is a
product w.r.t. F · f .

(57) a is a product w.r.t. {y} 7−→ ida.

(58) For every projections family F from a onto I such that a is a product
w.r.t. F and for every x such that x ∈ I holds cod(Fx) is a terminal
object holds a is a terminal object.

Let us consider C, c, p1, p2. We say that c is a product w.r.t. p1 and p2 if
and only if the conditions (Def.14) is satisfied.

(Def.14) (i) dom p1 = c,

(ii) dom p2 = c,

(iii) for all d, f , g such that f ∈ hom(d, cod p1) and g ∈ hom(d, cod p2) there
exists h such that h ∈ hom(d, c) and for every k such that k ∈ hom(d, c)
holds p1 · k = f and p2 · k = g if and only if h = k.

The following propositions are true:

(59) If x1 6= x2, then c is a product w.r.t. p1 and p2 if and only if c is a
product w.r.t. [x1 7−→ p1, x2 7−→ p2].

(60) Suppose hom(c, a) 6= ∅ and hom(c, b) 6= ∅. Let p1 be a morphism from c
to a. Let p2 be a morphism from c to b. Then c is a product w.r.t. p1 and
p2 if and only if for every d such that hom(d, a) 6= ∅ and hom(d, b) 6= ∅
holds hom(d, c) 6= ∅ and for every morphism f from d to a and for every
morphism g from d to b there exists a morphism h from d to c such that
for every morphism k from d to c holds p1 · k = f and p2 · k = g if and
only if h = k.

(61) If c is a product w.r.t. p1 and p2 and d is a product w.r.t. q1 and q2

and cod p1 = cod q1 and cod p2 = cod q2, then c and d are isomorphic.
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(62) If c is a product w.r.t. p1 and p2 and hom(cod p1, cod p2) 6= ∅ and
hom(cod p2, cod p1) 6= ∅, then p1 is retraction and p2 is retraction.

(63) If c is a product w.r.t. p1 and p2 and h ∈ hom(c, c) and p1 · h = p1 and
p2 · h = p2, then h = idc.

(64) If c is a product w.r.t. p1 and p2 and dom f = d and cod f = c and f
is invertible, then d is a product w.r.t. p1 · f and p2 · f .

(65) If c is a product w.r.t. p1 and p2 and cod p2 is a terminal object, then
c and cod p1 are isomorphic.

(66) If c is a product w.r.t. p1 and p2 and cod p1 is a terminal object, then
c and cod p2 are isomorphic.

7. Coproducts

Let us consider C, c, I. A function from I into the morphisms of C is said to
be a injections family into c on I if:

(Def.15) codκ it(κ) = I 7−→ c.

We now state a number of propositions:

(67) For every injections family F into c on I such that x ∈ I holds cod(Fx) =
c.

(68) For every function F from ∅ into the morphisms of C holds F is a
injections family into a on ∅.

(69) If cod f = a, then {y} 7−→ f is a injections family into a on {y}.
(70) If cod p1 = c and cod p2 = c, then [x1 7−→ p1, x2 7−→ p2] is a injections

family into c on {x1, x2}.
(71) For every injections family F into c on ∅ holds F = � .

(72) For every injections family F into b on I such that dom f = b holds
f · F is a injections family into cod f on I.

(73) For every injections family F into b on I and for every function G from
I into the morphisms of C such that domκ F (κ) = codκG(κ) holds F ·G
is a injections family into b on I.

(74) For every function F from I into the morphisms of C holds F is a
projections family from c onto I if and only if F op is a injections family
into cop on I.

(75) For every function F from I into the morphisms of C op and for every
object c of Cop holds F is a injections family into c on I if and only if
opF is a projections family from opc onto I.

(76) For every injections family F into dom f on I holds F op·fop = (f · F )op.

Let us consider C, c, I, and let F be a function from I into the morphisms of
C. We say that c is a coproduct w.r.t. F if and only if the conditions (Def.16)
is satisfied.
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(Def.16) (i) F is a injections family into c on I,
(ii) for every d and for every injections family F ′ into d on I such that

domκ F (κ) = domκ F
′(κ) there exists h such that h ∈ hom(c, d) and for

every k such that k ∈ hom(c, d) holds for every x such that x ∈ I holds
k · Fx = F ′x if and only if h = k.

One can prove the following propositions:

(77) For every function F from I into the morphisms of C holds c is a product
w.r.t. F if and only if cop is a coproduct w.r.t. F op.

(78) For every injections family F into c on I and for every injections family
F ′ into d on I such that c is a coproduct w.r.t. F and d is a coproduct
w.r.t. F ′ and domκ F (κ) = domκ F

′(κ) holds c and d are isomorphic.

(79) For every injections family F into c on I such that c is a coprod-
uct w.r.t. F and for all x1, x2 such that x1 ∈ I and x2 ∈ I holds
hom(dom(Fx1),dom(Fx2)) 6= ∅ and for every x such that x ∈ I holds Fx
is coretraction.

(80) For every injections family F into a on I such that a is a coproduct
w.r.t. F and dom f = a and cod f = b and f is invertible holds b is a
coproduct w.r.t. f · F .

(81) For every injections family F into a on ∅ holds a is a coproduct w.r.t.
F if and only if a is an initial object.

(82) a is a coproduct w.r.t. {y} 7−→ ida.

(83) For every injections family F into a on I such that a is a coproduct
w.r.t. F and for every x such that x ∈ I holds dom(Fx) is an initial
object holds a is an initial object.

Let us consider C, c, i1, i2. We say that c is a coproduct w.r.t. i1 and i2 if
and only if the conditions (Def.17) is satisfied.

(Def.17) (i) cod i1 = c,
(ii) cod i2 = c,
(iii) for all d, f , g such that f ∈ hom(dom i1, d) and g ∈ hom(dom i2, d)

there exists h such that h ∈ hom(c, d) and for every k such that k ∈
hom(c, d) holds k · i1 = f and k · i2 = g if and only if h = k.

We now state several propositions:

(84) c is a product w.r.t. p1 and p2 if and only if cop is a coproduct w.r.t.
p1

op and p2
op.

(85) If x1 6= x2, then c is a coproduct w.r.t. i1 and i2 if and only if c is a
coproduct w.r.t. [x1 7−→ i1, x2 7−→ i2].

(86) If c is a coproduct w.r.t. i1 and i2 and d is a coproduct w.r.t. j1 and j2
and dom i1 = dom j1 and dom i2 = dom j2, then c and d are isomorphic.

(87) Suppose hom(a, c) 6= ∅ and hom(b, c) 6= ∅. Let i1 be a morphism from
a to c. Let i2 be a morphism from b to c. Then c is a coproduct w.r.t. i1
and i2 if and only if for every d such that hom(a, d) 6= ∅ and hom(b, d) 6= ∅
holds hom(c, d) 6= ∅ and for every morphism f from a to d and for every
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morphism g from b to d there exists a morphism h from c to d such that
for every morphism k from c to d holds k · i1 = f and k · i2 = g if and
only if h = k.

(88) If c is a coproduct w.r.t. i1 and i2 and hom(dom i1,dom i2) 6= ∅ and
hom(dom i2,dom i1) 6= ∅, then i1 is coretraction and i2 is coretraction.

(89) If c is a coproduct w.r.t. i1 and i2 and h ∈ hom(c, c) and h · i1 = i1 and
h · i2 = i2, then h = idc.

(90) If c is a coproduct w.r.t. i1 and i2 and dom f = c and cod f = d and f
is invertible, then d is a coproduct w.r.t. f · i1 and f · i2.

(91) If c is a coproduct w.r.t. i1 and i2 and dom i2 is an initial object, then
dom i1 and c are isomorphic.

(92) If c is a coproduct w.r.t. i1 and i2 and dom i1 is an initial object, then
dom i2 and c are isomorphic.
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Summary. Some facts concerning matrices with dimention 2 × 2
are shown. Upper and lower triangular matrices, and operation of deleting
rows and columns in a matrix are introduced. Besides, we deal with sets
of permutations and the fact that all permutations of finite set constitute
a finite group is proved. Some proofs are based on [11] and [14].
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The articles [17], [7], [8], [3], [15], [2], [1], [19], [18], [21], [20], [4], [13], [16], [9],
[6], [12], [10], and [5] provide the notation and terminology for this paper.

1. Some examples of matrices

For simplicity we follow a convention: x, x1, x2, y1, y2 are arbitrary, i, j, k, n, m
are natural numbers, D is a non-empty set, K is a field, s is a finite sequence,
and a, b, c, d are elements of D. The scheme SeqDEx concerns a non-empty set
A, a natural number B, and a binary predicate P, and states that:

there exists a finite sequence p of elements of A such that dom p = SegB and
for every k such that k ∈ SegB holds P[k, p(k)]
provided the following requirement is met:
• for every k such that k ∈ SegB there exists an element x of A such

that P[k, x].
Let us consider D, a, b. Then 〈a, b〉 is a finite sequence of elements of D.

Let us consider n, m, and let a be arbitrary. The functor



a . . . a
...

. . .
...

a . . . a




n×m

yielding a tabular finite sequence is defined as follows:
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(Def.1)



a . . . a
...

. . .
...

a . . . a




n×m

= n 7−→ (m 7−→ a).

Let us consider D, n, m, d. Then



d . . . d
...

. . .
...

d . . . d




n×m

is a matrix over D of

dimension n×m.

Next we state the proposition

(1) If 〈〈i, j〉〉 ∈ the indices of



a . . . a
...

. . .
...

a . . . a




n×m

, then

(



a . . . a
...

. . .
...

a . . . a




n×m

)i,j = a.

In the sequel a′, b′ are elements of the carrier of K. Next we state the
proposition

(2)



a′ . . . a′
...

. . .
...

a′ . . . a′




n×n

+



b′ . . . b′
...

. . .
...

b′ . . . b′




n×n

=



a′ + b′ . . . a′ + b′

...
. . .

...
a′ + b′ . . . a′ + b′




n×n

.

Let a, b, c, d be arbitrary. The functor

(
a b
c d

)
yielding a tabular finite

sequence is defined as follows:

(Def.2)

(
a b
c d

)
= 〈〈a, b〉, 〈c, d〉〉.

The following two propositions are true:

(3) len

(
x1 x2

y1 y2

)
= 2 and width

(
x1 x2

y1 y2

)
= 2 and the indices of

(
x1 x2

y1 y2

)
= [: Seg 2, Seg 2 :].

(4) 〈〈1, 1〉〉 ∈ the indices of

(
x1 x2

y1 y2

)
and 〈〈1, 2〉〉 ∈ the indices of

(
x1 x2

y1 y2

)

and 〈〈2, 1〉〉 ∈ the indices of

(
x1 x2

y1 y2

)
and 〈〈2, 2〉〉 ∈ the indices of

(
x1 x2

y1 y2

)
.

Let us consider D, and let a be an element of D. Then 〈a〉 is an element of
D1.
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Let us consider D, and let us consider n, and let p be an element of Dn.
Then 〈p〉 is a matrix over D of dimension 1× n.

One can prove the following proposition

(5) 〈〈1, 1〉〉 ∈ the indices of 〈〈a〉〉 and 〈〈a〉〉1,1 = a.

Let us consider D, and let a, b, c, d be elements of D. Then

(
a b
c d

)
is a

matrix over D of dimension 2.

Next we state the proposition

(6)

(
a b
c d

)

1,1

= a and

(
a b
c d

)

1,2

= b and

(
a b
c d

)

2,1

= c and

(
a b
c d

)

2,2

= d.

Let us consider n, and let K be a field. A matrix over K of dimension n is
said to be an upper triangular matrix over K of dimension n if:

(Def.3) for all i, j such that 〈〈i, j〉〉 ∈ the indices of it holds if i > j, then
iti,j = 0K .

Let us consider n, K. A matrix over K of dimension n is said to be a lower
triangular matrix over K of dimension n if:

(Def.4) for all i, j such that 〈〈i, j〉〉 ∈ the indices of it holds if i < j, then
iti,j = 0K .

The following proposition is true

(7) For every matrix M over D such that lenM = n holds M is a matrix
over D of dimension n× widthM .

2. Deleting of rows and columns in a matrix

Let us consider i, and let p be a finite sequence. Let us assume that i ∈ dom p.
The functor p � i yielding a finite sequence is defined by:

(Def.5) p � i = p · Sgm(Seg len p \ {i}).
We now state three propositions:

(8) For every finite sequence p such that len p > 0 and for every i such that
i ∈ dom p there exists m such that len p = m+ 1 and len(p � i) = m.

(9) For every finite sequence p of elements of D and for every i such that
i ∈ dom p holds p � i is a finite sequence of elements of D.

(10) For every matrix M over K of dimension n ×m and for every k such
that k ∈ Seg n holds M(k) = Line(M,k).

Let us consider i, and let us consider K, and let M be a matrix over K.
Let us assume that i ∈ Seg widthM . The deleting of i-column in M yielding a
matrix over K is defined as follows:

(Def.6) len(the deleting of i-column in M) = lenM and for every k such that
k ∈ Seg lenM holds (the deleting of i-column in M)(k) = Line(M,k) � i .
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The following propositions are true:

(11) For all matrices M1, M2 over D holds M1 = M2 if and only if M1
T =

M2
T and lenM1 = lenM2.

(12) For every matrix M over D such that widthM > 0 holds len(MT) =
widthM and width(MT) = lenM .

(13) For all matrices M1, M2 over D such that widthM1 > 0 and widthM2 >
0 holds M1 = M2 if and only if M1

T = M2
T and

width(M1
T) = width(M2

T).

(14) For all matrices M1, M2 over D such that widthM1 > 0 and widthM2 >
0 holds M1 = M2 if and only if M1

T = M2
T and widthM1 = widthM2.

(15) For every matrix M over D such that lenM > 0 and widthM > 0 holds
(MT)T = M .

(16) For every matrix M over D and for every i such that i ∈ Seg lenM
holds Line(M, i) = (MT) � ,i.

(17) For every matrix M over D and for every j such that j ∈ Seg widthM
holds Line(MT, j) = M � ,j.

(18) For every matrix M over D and for every i such that i ∈ Seg lenM
holds M(i) = Line(M, i).

Let us consider i, and let us consider K, and let M be a matrix over K. Let
us assume that i ∈ Seg lenM and widthM > 0. The deleting of i-row in M
yields a matrix over K and is defined by:

(Def.7) (i) the deleting of i-row in M = ε if lenM = 1,
(ii) width(the deleting of i-row in M) = widthM and for every k such

that k ∈ Seg widthM holds (the deleting of i-row in M) � ,k = (M � ,k) � i ,
otherwise.

Let us consider i, j, and let us consider n, and let us consider K, and let M
be a matrix over K of dimension n. The deleting of i-row and j-column in M
yields a matrix over K and is defined as follows:

(Def.8) (i) the deleting of i-row and j-column in M = ε if n = 1,
(ii) the deleting of i-row and j-column in M = the deleting of j-column in

the deleting of i-row in M , otherwise.

3. Sets of permutations

Let us consider n, and let q, p be permutations of Seg n. Then p · q is a
permutation of Segn.

A set is permutational if:

(Def.9) there exists n such that for every x such that x ∈ it holds x is a per-
mutation of Segn.

Let P be a permutational non-empty set. The functor lenP yielding a natural
number is defined as follows:
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(Def.10) there exists s such that s ∈ P and lenP = len s.

Let P be a permutational non-empty set. We see that the element of P is a
permutation of Seg lenP .

One can prove the following proposition

(19) For every n there exists a permutational non-empty set P such that
lenP = n.

Let us consider n. The permutations of n-element set constitute a permuta-
tional non-empty set defined as follows:

(Def.11) x ∈ the permutations of n-element set if and only if x is a permutation
of Segn.

The following propositions are true:

(20) len(the permutations of n-element set) = n.

(21) The permutations of 1-element set = {id1}.
Let us consider n, and let p be an element of the permutations of n-element

set. The functor len p yields a natural number and is defined as follows:

(Def.12) there exists a finite sequence s such that s = p and len p = len s.

We now state the proposition

(22) For every element p of the permutations of n-element set holds len p = n.

4. Group of permutations

In the sequel p, q denote elements of the permutations of n-element set. Let us
consider n. The functor An yielding a strict half group structure is defined by:

(Def.13) the carrier of An = the permutations of n-element set and for all ele-
ments q, p of the permutations of n-element set holds (the operation of
An)(q, p) = p · q.

One can prove the following propositions:

(23) idn is an element of An.

(24) p · idn = p and idn · p = p.

(25) p · p−1 = idn and p−1 · p = idn.

(26) p−1 is an element of An.

(27) p is an element of An if and only if p is an element of the permutations
of n-element set.

Let us consider n. A permutation of n element set is an element of the
permutations of n-element set.

Then An is a strict group.

We now state the proposition

(28) idn = 1An .

Let us consider n, and let p be a permutation of Segn. We say that p is a
transposition if and only if:
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(Def.14) there exist i, j such that i ∈ dom p and j ∈ dom p and i 6= j and p(i) = j
and p(j) = i and for every k such that k 6= i and k 6= j and k ∈ dom p
holds p(k) = k.

We now define two new predicates. Let us consider n, and let p be a permu-
tation of Seg n. We say that p is even if and only if:

(Def.15) there exists a finite sequence l of elements of the carrier of An such that
len l mod 2 = 0 and p =

∏
l and for every i such that i ∈ dom l there

exists q such that l(i) = q and q is a transposition.

p is odd stands for p is not even.

We now state the proposition

(29) idSeg n is even.

Let us consider K, n, and let x be an element of the carrier of K, and let
p be an element of the permutations of n-element set. The functor (−1)sgn(p)x
yields an element of the carrier of K and is defined by:

(Def.16) (i) (−1)sgn(p)x = x if p is even,
(ii) (−1)sgn(p)x = −x, otherwise.

Let X be a set. Let us assume that X is finite. The functor Ωf
X yields an

element of FinX and is defined as follows:

(Def.17) Ωf
X = X.

We now state the proposition

(30) The permutations of n-element set is finite.
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[8] Czes law Byliński. Functions from a set to a set. Formalized Mathematics, 1(1):153–164,

1990.
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Summary. In the first section the lattice of subsets of distinct set
is introduced. The join and meet operations are, respectively, union and
intersection of sets, and the ordering relation is inclusion. It is shown that
this lattice is Boolean, i.e. distributive and complimentary. The socond
section introduced the poset generated in a distinct lattice by its ordering
relation. Besides, it is proved that posets which have l.u.b.’s and g.l.b.’s
for every two elements generate lattices with the same ordering relations.
In the last section the concept of complete lattice is introduced and dis-
cussed. Finally, the fact that the function f from subsets of distinct set
yielding elements of this set is a infinite union of some complete lattice, if
f yields an element a for singleton {a} and f(f◦X) = f(

⊔
X) for every

subset X, is proved. Some concepts and proofs are based on [6] and [7].

MML Identifier: LATTICE3.

The notation and terminology used here are introduced in the following articles:
[10], [8], [13], [4], [5], [3], [17], [14], [15], [1], [9], [2], [16], [11], and [12].

1. Boolean lattice of subsets

Let X be a non-empty set, and let x, y be elements of X. Then {x, y} is a
non-empty subset of X.

Let X be a set, and let x, y be elements of 2X . Then x∪ y is a subset of X.
Then x ∩ y is a subset of X.

Let X be a set. The lattice of subsets of X yields a strict lattice structure
and is defined by:

(Def.1) the carrier of the lattice of subsets of X = 2X and for all elements
Y , Z of 2X holds (the join operation of the lattice of subsets of X)(Y,
Z) = Y ∪ Z and (the meet operation of the lattice of subsets of X)(Y,
Z) = Y ∩ Z.
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In the sequel X will denote a set and x, y will denote elements of the lattice
of subsets of X. The following propositions are true:

(1) x t y = x ∪ y and x u y = x ∩ y.

(2) x v y if and only if x ⊆ y.

Let us consider X. Then the lattice of subsets of X is a strict lattice.

In the sequel x will denote an element of the lattice of subsets of X. The
following propositions are true:

(3) The lattice of subsets of X is a lower bound lattice and
⊥the lattice of subsets of X = ∅.

(4) The lattice of subsets of X is an upper bound lattice and
>the lattice of subsets of X = X.

Let us consider X. Then the lattice of subsets of X is a strict Boolean lattice.

Next we state the proposition

(5) For every element x of the lattice of subsets of X holds xc = X \ x.

2. Correspondence between lattices and posets

Let L be a lattice. Then LattRel(L) is an order in the carrier of L.

Let L be a lattice. The functor Poset(L) yields a strict poset and is defined
as follows:

(Def.2) Poset(L) = 〈the carrier of L,LattRel(L)〉.
Next we state the proposition

(6) For all lattices L1, L2 such that Poset(L1) = Poset(L2) holds the lattice
structure of L1 = the lattice structure of L2.

Let L be a lattice, and let p be an element of L. The functor p· yields an
element of Poset(L) and is defined as follows:

(Def.3) p· = p.

Let L be a lattice, and let p be an element of Poset(L). The functor ·p
yielding an element of L is defined as follows:

(Def.4) ·p = p.

In the sequel L is a lattice, p, q are elements of L, and p′ is an element of
Poset(L). We now state the proposition

(7) p v q if and only if p· ≤ q·.
Let X be a set, and let O be an order in X. Then O � is an order in X.

Let A be a poset. The functor A � yields a strict poset and is defined as
follows:

(Def.5) A � = 〈the carrier of A, (the order of A) � 〉.
In the sequel A will be a poset and a, b, c will be elements of A. One can

prove the following proposition

(8) (A � ) � = the poset of A.
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Let A be a poset, and let a be an element of A. The functor a � yielding an
element of A � is defined as follows:

(Def.6) a � = a.

Let A be a poset, and let a be an element of A � . The functor � a yielding
an element of A is defined by:

(Def.7) � a = a.

One can prove the following proposition

(9) a ≤ b if and only if b � ≤ a � .

We now define four new predicates. Let A be a poset, and let X be a set,
and let a be an element of A. The predicate a ≤ X is defined as follows:

(Def.8) for every element b of A such that b ∈ X holds a ≤ b.
We write X ≥ a if a ≤ X. The predicate X ≤ a is defined by:

(Def.9) for every element b of A such that b ∈ X holds b ≤ a.

We write a ≥ X if and only if X ≤ a.

We now define two new attributes. A poset has l.u.b.’s if:

(Def.10) for every elements x, y of it there exists an element z of it such that
x ≤ z and y ≤ z and for every element z ′ of it such that x ≤ z′ and y ≤ z′
holds z ≤ z′.

A poset has g.l.b.’s if:

(Def.11) for every elements x, y of it there exists an element z of it such that
z ≤ x and z ≤ y and for every element z ′ of it such that z′ ≤ x and z′ ≤ y
holds z′ ≤ z.

We now state two propositions:

(10) A has l.u.b.’s if and only if A � has g.l.b.’s.

(11) For every lattice L holds Poset(L) has l.u.b.’s and g.l.b.’s.

A poset is complete if:

(Def.12) for every set X there exists an element a of it such that X ≤ a and for
every element b of it such that X ≤ b holds a ≤ b.

Next we state the proposition

(12) If A is complete, then A has l.u.b.’s and g.l.b.’s.

Let A be a poset satisfying the condition: A has l.u.b.’s. Let a, b be elements
of A. The functor a t b yielding an element of A is defined as follows:

(Def.13) a ≤ a t b and b ≤ a t b and for every element c of A such that a ≤ c
and b ≤ c holds a t b ≤ c.

Let A be a poset satisfying the condition: A has g.l.b.’s. Let a, b be elements
of A. The functor a u b yields an element of A and is defined as follows:

(Def.14) a u b ≤ a and a u b ≤ b and for every element c of A such that c ≤ a
and c ≤ b holds c ≤ a u b.
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For simplicity we follow a convention: V denotes a poset with l.u.b.’s, u1,
u2, u3 denote elements of V , N denotes a poset with g.l.b.’s, n1, n2, n3 denote
elements of N , K denotes a poset with l.u.b.’s and g.l.b.’s, and k1, k2 denote
elements of K. The following propositions are true:

(13) u1 t u2 = u2 t u1.

(14) (u1 t u2) t u3 = u1 t (u2 t u3).

(15) n1 u n2 = n2 u n1.

(16) (n1 u n2) u n3 = n1 u (n2 u n3).

(17) k1 u k2 t k2 = k2.

(18) k1 u (k1 t k2) = k1.

(19) For every A being a poset with l.u.b.’s and g.l.b.’s there exists a strict
lattice L such that the poset of A = Poset(L).

Let us consider A satisfying the condition: A has l.u.b.’s and g.l.b.’s. The
functor � A yields a strict lattice and is defined as follows:

(Def.15) the poset of A = Poset( � A).

The following proposition is true

(20) LattRel(L) � = LattRel(L◦) and Poset(L) � = Poset(L◦).

3. Complete lattices

Let L be a lattice structure. A subset of L is a subset of the carrier of L.

We now define four new predicates. Let L be a lattice structure, and let p
be an element of L, and let X be a set. The predicate p v X is defined by:

(Def.16) for every element q of L such that q ∈ X holds p v q.
We write X w p if p v X. The predicate X v p is defined by:

(Def.17) for every element q of L such that q ∈ X holds q v p.
We write p w X if X v p.

We now state two propositions:

(21) For every lattice L and for all elements p, q, r of L holds p v {q, r} if
and only if p v q u r.

(22) For every lattice L and for all elements p, q, r of L holds p w {q, r} if
and only if q t r v p.

We now define three new attributes. A lattice structure is complete if:

(Def.18) for every set X there exists an element p of it such that X v p and for
every element r of it such that X v r holds p v r.

A lattice structure is
⊔

-distributive if it satisfies the condition (Def.19).

(Def.19) Given X. Let a, b, c be elements of it. Then if X v a and for every
element d of it such that X v d holds a v d and {b u a′ : a′ ∈ X} v c,
where a′ ranges over elements of it and for every element d of it such that
{b u a′ : a′ ∈ X} v d, where a′ ranges over elements of it holds c v d,
then b u a v c.
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A lattice structure is d−e-distributive if it satisfies the condition (Def.20).

(Def.20) Given X. Let a, b, c be elements of it. Then if X w a and for every
element d of it such that X w d holds d v a and {b t a′ : a′ ∈ X} w c,
where a′ ranges over elements of it and for every element d of it such that
{b t a′ : a′ ∈ X} w d, where a′ ranges over elements of it holds d v c,
then c v b t a.

We now state several propositions:

(23) For every Boolean lattice B and for every element a of B holds X v a
if and only if {bc : b ∈ X} w ac, where b ranges over elements of B.

(24) For every Boolean lattice B and for every element a of B holds X w a
if and only if {bc : b ∈ X} v ac, where b ranges over elements of B.

(25) The lattice of subsets of X is complete.

(26) The lattice of subsets of X is
⊔

-distributive.

(27) The lattice of subsets of X is d−e-distributive.

Next we state four propositions:

(28) p v X if and only if p· ≤ X.

(29) p′ ≤ X if and only if ·p′ v X.

(30) X v p if and only if X ≤ p·.
(31) X ≤ p′ if and only if X v ·p′.

Let A be a complete poset. Then � A is a complete strict lattice.

Let L be a lattice structure satisfying the condition: L is a complete lattice.
Let X be a set. The functor

⊔
LX yields an element of L and is defined by:

(Def.21) X v ⊔LX and for every element r of L such that X v r holds
⊔
LX v

r.

Let L be a lattice structure, and let X be a set. The functor d−eLX yielding
an element of L is defined as follows:

(Def.22) d−eLX =
⊔
L{p : p v X}, where p ranges over elements of L.

We now define two new functors. Let L be a lattice structure, and let X
be a subset of L. We introduce the functor

⊔
X as a synonym of

⊔
LX. We

introduce the functor d−eX as a synonym of d−eLX.

We adopt the following rules: C denotes a complete lattice, a, b, c denote
elements of C, and X, Y denote sets. Next we state a number of propositions:

(32)
⊔
C{a u b : b ∈ X} v a u ⊔C X.

(33) C is
⊔

-distributive if and only if for all X, a holds au⊔C X v
⊔
C{aub :

b ∈ X}.
(34) a = d−eCX if and only if a v X and for every b such that b v X holds

b v a.

(35) a t d−eCX v d−eC{a t b : b ∈ X}.
(36) C is d−e-distributive if and only if for all X, a holds d−eC{atb : b ∈ X} v

a t d−eCX.
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(37)
⊔
C X = d−eC{a : a w X}.

(38) If a ∈ X, then a v ⊔C X and d−eCX v a.

(39) If X v a, then
⊔
C X v a.

(40) If a v X, then a v d−eCX.

(41) If a ∈ X and X v a, then
⊔
C X = a.

(42) If a ∈ X and a v X, then d−eCX = a.

(43)
⊔{a} = a and d−e{a} = a.

(44) a t b =
⊔{a, b} and a u b = d−e{a, b}.

(45) a =
⊔
C{b : b v a} and a = d−eC{c : a v c}.

(46) If X ⊆ Y , then
⊔
C X v

⊔
C Y and d−eCY v d−eCX.

(47)
⊔
C X =

⊔
C{a :

∨
b[a v b∧ b ∈ X]} and d−eCX = d−eC{b :

∨
a[a v b∧ a ∈

X]}.
(48) If for every a such that a ∈ X there exists b such that a v b and b ∈ Y ,

then
⊔
C X v

⊔
C Y .

(49) If X ⊆ 2the carrier of C , then
⊔
C

⋃
X =

⊔
C{
⊔
Y : Y ∈ X}, where Y

ranges over subsets of C.

(50) C is a lower bound lattice and ⊥C =
⊔
C ∅.

(51) C is an upper bound lattice and >C =
⊔
C (the carrier of C).

(52) If C is an implicative lattice, then a⇒ b =
⊔
C{c : a u c v b}.

(53) If C is an implicative lattice, then C is
⊔

-distributive.

(54) For every complete
⊔

-distributive lattice D and for every element a of
D holds a u⊔DX =

⊔
D{a u b1 : b1 ∈ X}, where b1 ranges over elements

of D and
⊔
DX u a =

⊔
D{b2 u a : b2 ∈ X}, where b2 ranges over elements

of D.

(55) For every complete d−e-distributive lattice D and for every element a of
D holds at d−eDX = d−eD{a t b1 : b1 ∈ X}, where b1 ranges over elements
of D and d−eDX ta = d−eD{b2ta : b2 ∈ X}, where b2 ranges over elements
of D.

In this article we present several logical schemes. The scheme SingleFraenkel
deals with a constant A, a non-empty set B, and a unary predicate P, and states
that:
{A : P[a]} = {A}, where a ranges over elements of B

provided the parameters meet the following requirement:
• there exists an element a of B such that P[a].
The scheme FuncFraenkel deals with a non-empty set A, a non-empty set B,

a unary functor F yielding an element of B, a function C, and a unary predicate
P, and states that:
C ◦ {F(x) : P[x]} = {C(F(x)) : P[x]}, where x ranges over elements of A,

and x ranges over elements of A
provided the parameters satisfy the following condition:
• B ⊆ dom C.
The following proposition is true
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(56) Let D be a non-empty set. Let f be a function from 2D into D. Then
if for every element a of D holds f({a}) = a and for every subset X of 2D

holds f(f ◦X) = f(
⋃
X), then there exists a complete strict lattice L such

that the carrier of L = D and for every subset X of L holds
⊔
X = f(X).
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[5] Czes law Byliński. Functions from a set to a set. Formalized Mathematics, 1(1):153–164,

1990.
[6] Helena Rasiowa and Roman Sikorski. The Mathematics of Metamathematics. Volume 41

of Monografie Matematyczne, PWN, Warszawa, 1968.
[7] Tadeusz Traczyk. Wstȩp do teorii algebr Boole’a. Volume 37 of Biblioteka Matematyczna,

PWN, Warszawa, 1970.
[8] Andrzej Trybulec. Enumerated sets. Formalized Mathematics, 1(1):25–34, 1990.
[9] Andrzej Trybulec. Finite join and finite meet and dual lattices. Formalized Mathematics,

1(5):983–988, 1990.
[10] Andrzej Trybulec. Tarski Grothendieck set theory. Formalized Mathematics, 1(1):9–11,

1990.
[11] Wojciech A. Trybulec. Partially ordered sets. Formalized Mathematics, 1(2):313–319,

1990.
[12] Wojciech A. Trybulec and Grzegorz Bancerek. Kuratowski - Zorn lemma. Formalized

Mathematics, 1(2):387–393, 1990.
[13] Zinaida Trybulec. Properties of subsets. Formalized Mathematics, 1(1):67–71, 1990.
[14] Edmund Woronowicz. Relations and their basic properties. Formalized Mathematics,

1(1):73–83, 1990.
[15] Edmund Woronowicz. Relations defined on sets. Formalized Mathematics, 1(1):181–186,

1990.
[16] Edmund Woronowicz and Anna Zalewska. Properties of binary relations. Formalized

Mathematics, 1(1):85–89, 1990.
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